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Abstract. Few-shot Knowledge Graph Completion (FKGC) is a spe-
cial task proposed for the relations with only a few triples. However,
existing FKGC models face the following two issues: 1) these models
cannot fully exploit the dynamic relation and entity properties of neigh-
bors to generate discriminative representations; 2) these models cannot
filter out noise in high-order neighbors to obtain reliable entity repre-
sentations. In this paper, we propose an adaptive multi-hop neighbor
selection model, namely AMBLE, to mitigate these two issues. Specif-
ically, AMBLE first introduces a query-aware graph attention network
(QAGAT) to obtain entity representations by dynamically aggregating
one-hop neighbors based on relations and entities. Then, AMBLE aggre-
gates high-order neighbors by iterating QAGAT and LSTM, which can
efficiently extract useful and filter noisy information. Moreover, a Trans-
former encoder is used to learn the representations of subject and object
entity pairs. Finally, we build an attentional matching network to map
the query to few support triples. Experiments show that AMBLE out-
performs state-of-the-art baselines on two public datasets.

Keywords: Knowledge graph completion - Few-shot learning - Link
prediction - Graph attention network - Multi-hop aggregation

1 Introduction

Knowledge graphs (KGs) as a kind of structured data can assist many artificial
intelligence downstream applications, such as question answering systems [23],
recommendation systems [18], etc. KGs usually represent every fact with a triple
(s,r,0), where s, o are the subject entity and object entity, and r is the relation
between s and 0. Due to the incompleteness of KGs, knowledge graph completion
(KGC) has become one of the most important research tasks in the field of
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knowledge graphs. The task is to infer missing facts based on the existing entity
and relation by answering queries such as (s,r,?).

Existing large-scale knowledge graphs [2,17] often suffer from the long-tail
distribution problem, i.e., a large number of relations contain only a few triples.
However, traditional KGC models require a large number of triples for each
relation for training to obtain discriminative representations. As a result, these
models have poor completion ability for the relation with only a small number of
triples. To alleviate this problem, few-shot knowledge graph completion (FKGC)
has been proposed recently. These methods only need a small number of triples as
references for queries of each relation to achieve the completion task in few-shot
scenarios.

Existing FKGC models [12,13,21,22] obtain entity representations by aggre-
gating neighbor information, but these methods have two major limitations. 1)
Dynamic neighbor properties: Dynamic neighbor properties mean that the
influence of neighbors on entity varies with the relation of different completion
tasks. Dynamic neighbor properties are determined by both the entity and rela-
tion information. However, GMatching [21], FSRL [22] and GANA [12] ignore
the dynamic properties of entities, these methods cannot dynamically assign
neighbor weights based on the completion task, resulting in inaccurate encod-
ing of entities. Although FAAN [13] considers the problem of dynamic neighbor
properties, it only considers the effect of relations and ignores the effect of enti-
ties. 2) High-order neighbor noise: In real-world knowledge graph datasets
[2,17], there are a large number of entities that contain only a very small number
of one-hop neighbors. Existing FKGC approaches only aggregate one-hop neigh-
bors, resulting in their inability to obtain reliable representations of entities.
Although traditional KGC model [11] aggregates high-order neighbors to obtain
supplementary neighbor information, it ignores the noise problem in high-order
neighbors. Thus, how to efficiently filter out these noisy high-order neighbors
remains a challenging problem.

To address the above problems, we propose an Adaptive Multi-hop neighBor
seLEction for few-shot knowledge graph completion (AMBLE). Specifically, we
firstly propose a query-aware graph attention network (QAGAT) to obtain entity
representations by aggregating one-hop neighbors. QAGAT can fully make use of
both entity and relation information to dynamically assign weights to the neigh-
bors. Secondly, we iterate QAGAT and LSTM to aggregate high-order neighbors
which can effectively extract useful information from high-order neighbors and
filter out the noisy information. Thirdly, we use a Transformer to learn the rep-
resentations of entity pairs. Finally, an attentional matching network is applied
to calculate the score of each query. Main contributions of this paper are sum-
marized as follows:

— We propose an adaptive multi-hop neighbor selection model, namely AMBLE,
to solve dynamic neighbor properties and high-order neighbor noise problems
in FKGC.
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— We devise a novel query-aware graph attention network (QAGAT), which can
take advantage of both entity and relation information to adaptively assign
neighbor weights based on different tasks.

— We design a new high-order neighbor aggregation and selection structure by
iterating QAGAT and LSTM, which can efficiently extract useful and filter
noisy information from high-order neighbors.

— We demonstrate the superiority of the AMBLE over state-of-the-art baselines
by conducting extensive experiments on two public datasets.

2 Related Work

Due to the long-tail phenomenon in real-world KGs, FKGC has become a popular
research area. Existing FKGC models can be grouped into two categories:

Metric-Based Models. GMatching [21] learns entity representations by aggre-
gating neighbors, and then introduces a matching processor to evaluate the
similarity between queries and support triples. FSRL [22] introduces a neigh-
bor aggregator based on attention mechanism to aggregate neighbor informa-
tion. FAAN [13] considers the problem of dynamic properties in neighbors and
proposes a relation-aware attentional neighbor aggregator to learn entity rep-
resentations. Thus, it can dynamically aggregate neighbors with the change of
the completion task. YANA [8] aims to mitigate the issue of generating reli-
able embeddings for solitary entities in FKGC tasks, and introduces four novel
abstract relations to represent inner- and cross- pair entity correlations and
constructs a local pattern graph from the entities. MFEN [20] aims to capture
the heterogeneous influence of neighbor characteristics by devising a single-layer
CNN with differently sized filters to capture multi-scale characteristics while
controlling model complexity.

Optimization-Based Models. MetaR [3] designs a fast gradient descent
update procedure based on the idea of MAML [4] to achieve the completion
task by transferring relational meta-information from support triples to queries.
Based on MetaR, GANA [12] proposes a gated and attentive neighbor aggrega-
tor to filter noise in one-hop neighbors. In addition, benefiting from TransH [19],
GANA designs a MTransH to deal with the complex relations.

However, the above models cannot utilize the information of entities and
relations in dynamic properties problem on the one hand, and do not consider
the noise problem in high-order neighbors on the other hand.

3 Preliminaries

In this section, we give formal definitions of the knowledge graph, the few-shot
knowledge graph completion task, and the corresponding few-shot learning set-
ting. Specific notations and their descriptions are listed in Table 1.
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Table 1. Notations and descriptions.

Notation Description

G,ER,F Knowledge Graph, entity set, relation set and fact set
(s,7,0) A triple of subject entity, relation and object entity
7, Si, Qi Task ¢ and its support set and query set

Qj] o The positive and negative query set of task 4

QI,C Background knowledge graph and candidate entity set
Ne Neighbor set of entity e

e(t), egt> t-layer entity e and its neighbors’ representations

r,r; Query relation and neighbor’s relation representations
q, S: Query and support entity pairs representations

Wi, W2, W3 d X d dimensional parameters of liner

b1, b2, bs d dimensional bias of liner

ngh Wgt), W((,t)7 W(Ct.) d X d dimensional parameters of t-layer LSTM

bgﬁ, bgt), b((,t)7 bg) d dimensional bias of t-layer LSTM

o Activation function sigmoid

Ay Hyperparameters

Knowledge Graph. A knowledge graph G is represented by a collection of
triples: G = {(s,r,0)|s,0 € £, € R}. For each triple (s,7,0), s, o denote the
subject entity and object entity, and r is the relation between s and o. £, R
denote the entity set and relation set of G, respectively.

Few-Shot Knowledge Graph Completion. Few-shot knowledge graph com-
pletion is a specialized task proposed for the relations with only a few triples,
which are called few-shot relations. Each few-shot relation r corresponds to one
knowledge graph completion task 7,.. Each task have a support set and a query
set, i.e., 7, = {S;, Qr}. Support set S, = {(s;,7,0:)|(si,7,0;) € G} contains
support triples of task 7, and |S,| = K suggests a K-shot knowledge graph
completion task. Besides, query set Q, contains all query triples of task 7,
including positive query triples Q;F = {(s;,7,0;)|(si,7,0]) € G,0f € C} and
corresponding negative query triples 9, = {(s;,r,0; )|(si,7,0; ) ¢ G,0; € C}.
C is the candidate entity set. A few-shot knowledge graph completion task is
to find the best completion entity for each query from the candidate entity set

using the support set as a reference.

Few-Shot Learning Setting. We follow the same few-shot settings proposed
by GMatching [21]. We divide all few-shot relations into three disjoint subsets
Rirain, Ruaiia and Riest for model training, validation and testing. Therefore,
the training, validation and testing phases of our model correspond to a series of
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Fig. 1. Overall framework of our model AMBLE.

few-shot knowledge graph completion tasks. The training, validation and test-
ing phases are defined as Tirain = {7Zi|i € Rirain}, Tvatia = {7Zi|i € Ryaiia} and
Tiest = {7Ti|i € Riest} respectively. In addition to few-shot relations, the other
relations in knowledge graph G have sufficient triples, called high-frequency rela-
tions, and the triples containing high-frequency relations constitutes the back-
ground knowledge graph g.

4 Methodology

Given a task 7; = {S;, Q;}, the purpose of AMBLE is to find the best candidate
entity by matching the input query ¢ € Q; to the given support set S;. To achieve
this goal, as shown in Fig. 1, AMBLE consists of three major parts: (1) Neighbor
aggregator to learn entity representations by aggregating neighbor information;
(2) Transformer encoder to learn relational representations for entity pairs; (3)
Attentional matching network to match the query to the given support set.
Finally, we present the loss function and training details of our model.

4.1 Neighbor Aggregator

Neighbor aggregator is proposed to learn entity representations, which aggre-
gate high-order neighbors through multiple layers of iterative aggregation. Each
aggregation layer of the neighbor aggregator is shown in Fig.2, and each layer
consists of QAGAT and LSTM.

Query-Aware Graph Attention Network. The influence of neighbors on
one entity keeps changing with the relation of current task, i.e., when complet-
ing different queries, neighbors have different weights of influence on the target
entity. This dynamic property depends on the relevance between the target entity
and neighbor entity on the one hand, and on the relevance between neighbor rela-
tion and query relation on the other hand. However, existing FKGC methods
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Fig. 2. Details of the t-layer of the neighbor aggregator

[12,13,21,22] cannot simultaneously consider these two influencing factors to
obtain discriminative entity representations.

To tackle the above issue, we design a query-aware graph attention network
(QAGAT) to dynamically aggregate one-hop neighbors. For each entity e, we
constructs the neighbors of e, i.e., N, = {(e;,73)|, (e,7i,e;) € G }, by searching
for the triples in background knowledge graph G whose subject entity is e. e;
is the object entity considered as entity e’s neighbor, 7; is the relation between
e and e;. At the t-layer, we first use two different FFNNs [14] to learn the
integration representations of the neighbors and target entity as follows:

ul = Wil ;) + by (1)
v = Wy(e®||r) + by (2)

where || denotes concatenation operation. ugt) denotes neighbor e;’s entity and
relation integration representation, v(¥) denotes target entity e and query rela-
tion r integration representation. We obtain r given its support set S, =
{(84,7,0;)|8i,0; € E} by TrasnE [1]: r = Mean(e,, — es,).

Having obtained the integration representations of the neighbors and target
entity, the weight agt) of the neighbor e; for target entity e can be calculated as
follows:

0 exp f(v(®, ;) (3)
o =
2:(61'7”)6/\/e exp f(v(t)’u§t))
We use softmazx function to apply over f(x,y), and we want to take benefit of
the relevance of both entities and relations, so the f(z,y) is defined as follows:

f(z,y) = LeakyReLU(z Wy + bs) (4)

‘W3 is the similarity matrix to calculate the relevance between x and y. Following
GAT [15], we use activation function LeakyReLU [10] here. Thus, we make full
use of entity and relation information to dynamically assign neighbor weights.
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Then, we can learn entity e’s representation by adaptively aggregating neigh-
bor information and its own information as follows:

h® = Retu(h 37 ale + (1-Nel) (5)
(ei,ri)ej\/'c

where h® is the output representation of entity e at t-layer QAGAT. ) is a trade-
off hyperparameter, and Relu denotes activation function. Thus, QAGAT adap-
tively aggregates one-hop neighbors using both entity and relation information.

Adaptive Multi-hop Neighbor Selection. We expand from aggregating one-
hop neighbors to aggregating multi-hop neighbors, aiming to find more com-
plementary information from high-order neighbors. However, as the distance
increases, more noise information is trapped in high-order neighbors [9]. To solve
the high-order neighbor noise problem, we add a LSTM [6] after QAGAT of each
layer aggregator for information filtering, because LSTM has excellent memory
and forgetting functions. As shown in Fig. 2, the detailed calculation process for
each step is as follows:

FO = o(WPn® 1), i = g(WIhO +5), o®) = o(WEORO +50) (6)

om — tanh(Wg)h(t) + b(ct)), o+ — £ o) 4 (@) . &) (7)
e = o™ . tanh(CHY) (8)

where C'® is the newly added neighbor information in the t-layer aggregation.
The gated i(*) is used to extract useful information from newly added neighbors,
and the extracted information is added to the memory by i(Y).C®). The gated f{)
is used to filter noisy information from the old memory by f®.C® . As such, we
are able to filter the memory for entity e as C*t1). The gated unit o*) is used to
select the output information from C'*+1). Then, we obtain representation e(**+1)
of the t-layer aggregation of entity e. After [-layer aggregation, we aggregate [-
hop neighbor information and obtain entity e’s final representation e(").

Through the above, we effectively extract useful information from the ¢-hop
neighbors and filter out the noisy information. Therefore, the neighbor aggrega-
tor of our model can efficiently achieve the information aggregation and selection
of high-order neighbors by iterating QAGAT and LSTM.

4.2 Transformer Encoder

With the neighbor aggregator, we have obtained the entity representation.
Inspired by FAAN [13], which uses a Transformer module to learn the repre-
sentation of entity pairs. We use a Transformer encoder to learn representations
of entity pairs. We use the encoder to interact information between subject and
object entities to learn more reliable representations of entity pairs. For each
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triple (s,r,0) in support set or query set, we input them into Transformer as
follows:

20 = eV +xP°° 20 = rask + x5°%, 29 = el 4 xB%° (9)

where el and e are the representations of entity s and o obtained by neighbor

aggregator. I'pesk is a randomly initialized mask. x)?°, x5°® and x4°° are the
position embeddings. Later, we feed them into a stack of P Transformer blocks
as follows:

= Transformer(zf™"),i =1,2,3. (10)

where z! is the hidden state of the p-th layer Transformer. After P layer Trans-
former, the final hidden state zJ’ is the representation of entity pair (s, 0). By this
way, we can obtain the representations (si, Sz, ..., Sk ) of entity pairs in support
set S, and the query entity pairs representation q of task 7.

4.3 Attentional Matching Network

Having obtained the representations of entity pairs in support set and query set
by Transformer encoder, we adopt the idea of matching network [16] to calcu-
late the similarity between query and support set to achieve FKGC task. Due to
the semantic divergence in support set, different support triples have different
weights for a query [5]. To enable our model to dynamically aggregate support
triples when matching different queries, we adopt the attentional matching net-
work in FAAN [13]. The similarity score of query q is calculated as follows:

exp(q's;)
= P %) g § 5 1
’ > exp(as; o .
Score(q,S,) =S'q (12)

where 3; denotes the attention weight of support triple (s;,r, 0;), and S is support
set representation. Thus, we can obtain adaptive support set representation for
different queries by Eq.11. We take the inner product of the representations of
query and support set as their similarity score.

4.4 Loss Function

Our model is trained on a training task set 7;,.q;, With the goal of high similarity
scores for positive queries and low similarity scores for negative queries. The
objective function is a hinge loss defined as follows:

L= Z Z [’y + Score(q™,S,) — Score(q"‘,Srﬂ+ (13)

T oqtegf,qmeor

where ~ is a hyperparameter represents safety margin distance, and [z]; =
max(0,x) is the standard hinge loss.



Adaptive Multi-hop Neighbor Selection for FKGC 161

Table 2. Statistics of the experimental datasets.

Dataset #Relation | #Entity | # Triples | #Task-Train | #Task-Valid | #Task-Test
NELL-One | 358 68545 | 181109 | 51 5 11
Wiki-One | 822 4838244 | 5859240 | 133 16 34

5 Experiments

5.1 Datasets and Baselines

We conduct experiments on two public datasets NELL-One and Wiki-One. Fol-
lowing GMatching [21], we regard relations containing more than 50 but less
than 500 triples as few-shot relations, and others as high-frequency relations.
The task relation ratios for training/validation/testing on NELL-One and Wiki-
One are 51/5/11 and 133/16/34, respectively. The statistics of the two datasets
are shown in Table 2.

The existing FKGC models: including GMatching [21], MetaR [3], FSRL [22],
FAAN [13], GANA [12], YANA [8] and MFEM [20]. To evaluate the performance
of our model and the baselines for FKGC task, we utilize two traditional metrics
MRR and Hits@1/5/10 on both datasets. The results of GMatching and FSRL
are derived from the paper of FAAN, and the results of the other FKGC models
are obtained from their corresponding original papers.

5.2 Implementation

In our model, all entities and relations representations are initialized randomly
with dimension of 100 and 50 for NELL-One and Wiki-One. The few-shot size
K is set to 5 for the following experiments. The two hyperparameters of this
model, margin v and trade-off A, are set to 10 and 0.6 respectively. For Neighbor
Aggregator, our model aggregates 2-hop neighbors on both datasets to achieve
optimal performance, i.e., [ = 2. The number of Transformer layers P is set to
3 and 4 for NELL-One and Wiki-One respectively, and the number of attention
heads is set to 4 and 8 respectively. We implement all experiments with PyTorch
and use Adam optimizer [7] to optimize model parameters with a learning rate
of 0.0001.

5.3 Experimental Comparison with Baselines

We compare AMBLE with baselines on NELL-One and Wiki-One datasets
to evaluate the effectiveness of AMBLE. The performances of all models are
reported in Table 3, where the best results are highlighted in bold, and the
best performance of baselines is underlined. AMBLE achieves general improve-
ments compared to the baselines. To be concrete, 1) For NELL-One dataset,
AMBLE achieves an improvement of 6.1/4.9/11.4/8.3% in MRR/Hits@1/5/10
compared to the best performing baseline GANA. These results illustrate that it
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Table 3. Experimental results for all methods. The best results are marked in bold,
and the best results of the baseline are underline.

Models (5-shot) NELL-One Wiki-One

MRR | Hits@1 | Hits@5 | Hits@10 | MRR | Hits@1 | Hits@5 | Hits@10
GMatching (MaxP) |0.176 |0.113 |0.233 |0.294 0.263 10.197 |0.337 |0.387
GMatching (MeanP) | 0.141 | 0.080 |0.201 |0.272 0.254 10.193 [0.314 |0.374
GMatching (Max) 0.147 10.090 |0.197 |0.244 0.245 10.185 [0.295 |0.372
MetaR (Pre-train) 0.209 | 0.141 |0.280 |0.355 0.323 10.270 [0.385 |0.418
MetaR (In-train) 0.261 | 0.168 |0.350 |0.437 0.221 10.178 [0.264 |0.302

FSRL 0.153 |0.073 |0.212 |0.319 0.158 |0.097 |0.206 |0.287
FAAN 0.279 |0.200 |0.364 |0.428 0.341 |0.281 |0.395 |0.463
GANA 0.344 |0.246 |0.437 |0.517 0.351 |0.299 |0.407 |0.446
YANA 0.294 |0.230 |0.364 |0.421 0.380 |0.327 |0.442 |0.523
MFEN 0.310 |0.236 |0.369 |0.443 0.331 |0.253 |0.398 | 0.470
AMBLE (Ours) 0.365 | 0.258 | 0.487 | 0.560 0.392 | 0.335 |0.463 | 0.546
NELL-One NELL-One
1 s
= m};ﬁ(o\us) - m]iamrs)
0.8 0.8
0.64 206
g 5
20.4— 50.47
0.2 0.2
i
RL R2 R3 R4 RS R6 R7 R8 R9 RIO RIL RL R2 R3 R4 R5 R6 R7 RS R9 RIO RILL

Relation ID Relation ID

Fig. 3. The MMR and Hits@10 of AMBLE and FAAN for each relation on NELL-One.

is more effective to adaptively aggregate multi-hop neighbors based on relation
and entity information. 2) For Wiki-One dataset, AMBLE achieves an improve-
ment of 3.2/2.4/4.8/4.4% in MRR/Hits@1/5/10 compared to the best perform-
ing baseline YANA. Although YANA utilizes the information from the sub-
graphs, our model achieves a better performance. This indicates that our model
can effectively extract useful and filter noisy information from high-order neigh-
bors by iterating QAGAT and LSTM.

5.4 Comparison over Different Relations

To demonstrate the superiority of our model in more detail, we set up compar-
ative experiments with FAAN [13] on NELL-One over different relations. The
experimental results are shown in Fig. 3, where Relation ID represents a class of
relation. AMBLE outperforms FAAN in MRR metric with 10 out of 11 relations,
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Table 4. The results of ablation experiment.

Variants NELL-One Wiki-One

MRR | Hits@1 | Hits@5 | Hits@10 | MRR | Hits@1 | Hits@5 | Hits@10
w/o QAGAT 0.265 |0.187 10.334 |0.408 0.342 10.254 0.388 |0.463
w/o Neighbor selection | 0.337 | 0.239 |0.425 |0.476 0.364 |0.265 |0.408 |0.495
AMBLE (Ours) 0.365 | 0.258 |0.487 |0.560 |0.392/0.335 |0.463 | 0.546

and in Hits@10 metric with 7 out of 11 relations. Experimental results indicate
that our model is robust for different task relations.

5.5 Ablation Study

We perform experiments on all the datasets with several variants of AMBLE to
provide a better understanding of the contribution of each module to AMBLE.
The ablative results are shown in Table 4. The experimental results demonstrate
the effectiveness of each module in AMBLE. 1) w/0 QAGAT means we replace
QAGAT with the heterogeneous neighbor encoder in FSRL [22]. Experimental
results show that QAGAT can obtain discriminative entity and relation repre-
sentations by dynamically aggregating neighbors based on relation and entity
information. 2) w/o Neighbor selection means that we remove the LSTM
from the neighbor aggregator. Experimental results prove that using high-order
neighbor information can improve the performance of our model. In addition,
neighbor selection by LSTM can effectively extract useful and filter noisy infor-
mation from high-order neighbors.

6 Conclusion

In this paper, we propose a novel model AMBLE to address the dynamic neigh-
bor properties and high-order neighbor noise issues in few-shot knowledge graph
completion. We propose a query-aware graph attention network (QAGAT) to
dynamically aggregate neighbors based on relation and entity information, so
as to capture the dynamic neighbor properties in completion task. In addition,
we iterate QAGAT and LSTM to aggregate multi-hop neighbors, which can effi-
ciently extract useful and filter noisy information from high-order neighbors.
The experimental results on the datasets NELL-One and Wiki-One show the
superiority of our model and the effectiveness of each component of our model.
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of PCL (Grant No. PCL2021A09, PCL2021A02, PCL2022A03).



164

X. Gong et al.

References

1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

Bordes, A., Usunier, N., Garcia-Duran, A., Weston, J., Yakhnenko, O.: Translating
embeddings for modeling multi-relational data. In: NIPS (2013)

Carlson, A., Betteridge, J., Kisiel, B., Settles, B., Hruschka, E., Mitchell, T.:
Toward an architecture for never-ending language learning. In: AAAI, pp. 1306—
1313 (2010)

Chen, M., Zhang, W., Zhang, W., Chen, Q., Chen, H.: Meta relational learning for
few-shot link prediction in knowledge graphs. In: EMNLP-IJCNLP, pp. 4217-4226
2019

%inn,)C., Abbeel, P., Levine, S.: Model-agnostic meta-learning for fast adaptation
of deep networks. In: ICML, pp. 1126-1135 (2017)

Gong, X., Qin, J., Chai, H., Ding, Y., Jia, Y., Liao, Q.: Temporal-relational match-
ing network for few-shot temporal knowledge graph completion. In: DASFAA, pp.
768-783 (2023)

. Hochreiter, S., Schmidhuber, J.: Long short-term memory. In: Neural Computa-

tion, pp. 1735-1780 (1997)

Kingma, D.P.; Ba, J.: Adam: a method for stochastic optimization. arXiv preprint
arXiv:1412.6980 (2014)

Liang, Y., Zhao, S., Cheng, B., Yin, Y., Yang, H.: Tackling solitary entities for
few-shot knowledge graph completion. In: KSEM, pp. 227-239 (2022)

Liu, Z., Chen, C., Li, L., Zhou, J., Li, X., Song, L., Qi, Y.: GeniePath: graph neural
networks with adaptive receptive paths. In: AAAI, pp. 4424-4431 (2019)

Maas, A.L., Hannun, A.Y., Ng, A.Y., et al.: Rectifier nonlinearities improve neural
network acoustic models. In: Proceedings of the ICML, p. 3 (2013)

Nathani, D., Chauhan, J., Sharma, C., Kaul, M.: Learning attention-based embed-
dings for relation prediction in knowledge graphs. In: ACL, pp. 4710-4723 (2019)
Niu, G., et al.: Relational learning with gated and attentive neighbor aggregator
for few-shot knowledge graph completion. In: SIGIR, pp. 213-222 (2021)

Sheng, J., et al.: Adaptive attentional network for few-shot knowledge graph com-
pletion. In: EMNLP, pp. 1681-1691 (2020)

Svozil, D., Kvasnicka, V., Pospichal, J.: Introduction to multi-layer feed-forward
neural networks. In: Chemometrics and Intelligent Laboratory Systems, pp. 43-62
1997

g/eliék)ovié, P., Cucurull, G., Casanova, A., Romero, A., Lio, P., Bengio, Y.: Graph
attention networks. arXiv preprint arXiv:1710.10903 (2017)

Vinyals, O., Blundell, C., Lillicrap, T., Wierstra, D., et al.: Matching networks for
one shot learning. In: NIPS (2016)

Vrandecié, D., Krotzsch, M.: Wikidata: a free collaborative knowledgebase. Com-
mun. ACM 57, 78-85 (2014)

Wang, X., Wang, D., Xu, C., He, X., Cao, Y., Chua, T.S.: Explainable reasoning
over knowledge graphs for recommendation. In: AAAI, pp. 5329-5336 (2019)
Wang, Z., Zhang, J., Feng, J., Chen, Z.: Knowledge graph embedding by translating
on hyperplanes. In: AAAT (2014)

Wu, T., Ma, H., Wang, C., Qiao, S., Zhang, L., Yu, S.: Heterogeneous representa-
tion learning and matching for few-shot relation prediction. Pattern Recogn. 131,
108830 (2022)

Xiong, W., Yu, M., Chang, S., Guo, X., Wang, W.Y.: One-shot relational learning
for knowledge graphs. In: EMNLP, pp. 1980-1990 (2018)

Zhang, C., Yao, H., Huang, C., Jiang, M., Li, Z.J., Chawla, N.: Few-shot knowledge
graph completion. In: AAAI, pp. 3041-3048 (2020)

Zhang, Y., Dai, H., Kozareva, Z., Smola, A.J., Song, L.: Variational reasoning for
question answering with knowledge graph. In: AAAI pp. 1-8 (2018)


http://arxiv.org/abs/1412.6980
http://arxiv.org/abs/1710.10903

	 Preface
	 Organization
	 Contents – Part XI
	Applications
	Multi-intent Description of Keyword Expansion for Code Search
	1 Introduction
	2 Model Method
	2.1 Training Model Selection
	2.2 Joint Embedding
	2.3 Extended Research

	3 Experimental Analysis
	3.1 Experimental Preparation
	3.2 Difference Analysis
	3.3 Comparative Experimental Analysis
	3.4 Analysis of Ablation Experiments

	4 Conclusion
	References

	Few-Shot NER in Marine Ecology Using Deep Learning
	1 Introduction
	2 Few-Shot NER Based on Deep Learning
	2.1 Text Generation Using SeqGAN
	2.2 Distributed Representations for Input Using BERT
	2.3 Context Encoder Using IDCNN
	2.4 Context Encoder Using BiLSTM
	2.5 Tag Decoder Using CRF

	3 Data Processing and Evaluation Metrics
	3.1 Data Preprocessing
	3.2 Labeling Guidelines
	3.3 Evaluation Metrics

	4 Results and Analysis
	5 Conclusion
	References

	Knowledge Prompting with Contrastive Learning for Unsupervised CommonsenseQA
	1 Introduction
	2 Related Works
	3 Methodology
	3.1 Further Pre-training with Contrastive Learning
	3.2 Knowledge Generation with Generic Prompt
	3.3 Knowledge Reasoning and Answer Prediction

	4 Experiments and Results
	4.1 Datasets and Metric
	4.2 Baselines and Implementation Details
	4.3 Main Results
	4.4 Ablation Study
	4.5 Robustness Analysis
	4.6 Case Study

	5 Conclusion
	References

	PTCP: Alleviate Layer Collapse in Pruning at Initialization via Parameter Threshold Compensation and Preservation
	1 Introduction
	2 Related Work
	3 Method
	3.1 Problem Formulation
	3.2 Parameter Threshold Compensation
	3.3 Parameter Preservation
	3.4 Round-by-Round Matching Algorithm

	4 Experiment
	4.1 Experimental Settings
	4.2 Results and Analysis
	4.3 Ablation Study

	5 Conclusions
	References

	Hierarchical Attribute-Based Encryption Scheme Supporting Computing Outsourcing and Time-Limited Access in Edge Computing
	1 Introduction
	2 Preliminaries
	2.1 Bilinear Groups Pairing
	2.2 Linear Secret Sharing Scheme
	2.3 Security Assumption

	3 System Structure
	3.1 System Model
	3.2 Scheme Description

	4 Security Proof
	5 Performance Analysis
	5.1 Security Analysis
	5.2 Performance Analysis

	6 Conclusion
	References

	An Ontology for Industrial Intelligent Model Library and Its Distributed Computing Application
	1 Introduction
	2 Related Work
	2.1 Ontology for Intelligent Manufacturing
	2.2 Open Challenges

	3 The Development of the Ontology
	3.1 The Schema Layer of the Ontology
	3.2 The Data Layer of the Ontology

	4 Application of the Ontology
	4.1 Actors
	4.2 Distribute Computing Working Flow

	5 Conclusion
	References

	Efficient Prompt Tuning for Vision and Language Models
	1 Introduction
	2 Related Work
	2.1 Single-modal Prompt Tuning
	2.2 Multi-modal Prompt Tuning

	3 Approach
	3.1 Visual and Language Pre-training
	3.2 Visual Prompt Tuning
	3.3 Text Prompt Tuning
	3.4 Downstream Task-Related Loss Fusion

	4 Experiments and Discussions
	4.1 Few-Shot Learning
	4.2 Performance of the Model with Different Loss Functions

	5 Conclusion
	References

	Spatiotemporal Particulate Matter Pollution Prediction Using Cloud-Edge Intelligence
	1 Introduction
	2 Proposed PM2.5 Prediction Model
	2.1 Data Collection and Preprocessing
	2.2 CNN-LSTM Model Architecture
	2.3 Cloud-Edge Model Training and Inference

	3 Experimental Work
	3.1 Setup and Dataset
	3.2 Results and Discussions

	4 Conclusion and Future Work
	References

	From Incompleteness to Unity: A Framework for Multi-view Clustering with Missing Values
	1 Introduction
	2 Related Work
	3 Methodology
	3.1 Distance Estimation
	3.2 Distance and Affinity Correction
	3.3 Theoretical Analysis

	4 Experiments
	4.1 Experimental Setup
	4.2 Incomplete Clustering on Single-View Data
	4.3 Incomplete Clustering on Multi-view Data
	4.4 Quality Visualization of Affinity Matrices
	4.5 Motivation and Results Summary

	5 Conclusion and Future Work
	References

	PLKA-MVSNet: Parallel Multi-view Stereo with Large Kernel Convolution Attention
	1 Introduction
	2 Related Work
	3 Proposed Method
	3.1 Network Overview
	3.2 Feature Extractor
	3.3 Cost Volume Construction
	3.4 Parallel Cost Volume Aggregation (PCVA)
	3.5 Loss Function

	4 Experiments
	4.1 Datasets
	4.2 Implementation
	4.3 Experimental Results
	4.4 Ablation Study

	5 Conclusion
	References

	Enhancement of Masked Expression Recognition Inference via Fusion Segmentation and Classifier
	1 Introduction
	2 Related Work
	2.1 Subregion-Based Methods
	2.2 Reconstruction-Based Methods
	2.3 Discard-Based Methods

	3 Proposed Method
	3.1 Occlusion Awareness Module
	3.2 Occlusion Purification Module
	3.3 Expression Information Capture Module

	4 Experiments
	4.1 Datasets
	4.2 Implementation Details
	4.3 Results Comparison
	4.4 Ablation Study
	4.5 Visualization

	5 Conclusion
	References

	Semantic Line Detection Using Deep-Hough with Attention Mechanism and Strip Convolution
	1 Introduction
	2 Related Work
	2.1 Hough Transform
	2.2 CNN-Based Line Detection
	2.3 Semantic Lines
	2.4 Semantic Lines Detection

	3 Proposed Method
	3.1 Network Structure
	3.2 Feature Selection Module
	3.3 Strip Convolution
	3.4 Mixed Strip Pooling Layer
	3.5 Lightweight Network Using the Strategy of GhostNet

	4 Experiments
	4.1 Comparison of Experimental Results
	4.2 Ablation Study

	5 Conclusion
	References

	Adaptive Multi-hop Neighbor Selection for Few-Shot Knowledge Graph Completion
	1 Introduction
	2 Related Work
	3 Preliminaries
	4 Methodology
	4.1 Neighbor Aggregator
	4.2 Transformer Encoder
	4.3 Attentional Matching Network
	4.4 Loss Function

	5 Experiments
	5.1 Datasets and Baselines
	5.2 Implementation
	5.3 Experimental Comparison with Baselines
	5.4 Comparison over Different Relations
	5.5 Ablation Study

	6 Conclusion
	References

	Applications of Quantum Embedding in Computer Vision
	1 Introduction
	2 Related Works
	2.1 Revisiting QSM
	2.2 Attention Mechanism in CNNs
	2.3 Self-organizing Map

	3 Proposed Method
	3.1 QE-SOM
	3.2 Quantum-State-Based Attention Networks

	4 Experiments
	4.1 Experiments on MNIST
	4.2 Experiments on ImageNet

	5 Conclusion
	References

	Traffic Accident Forecasting Based on a GrDBN-GPR Model with Integrated Road Features
	1 Introduction
	2 Methodology
	2.1 Gaussian Radial Deep Belief Network
	2.2 Gaussian Process Regression
	2.3 Proposed Method

	3 Case Study
	3.1 Data Description and Preprocessing
	3.2 Experiment 1
	3.3 Experiment 2

	4 Conclusions
	References

	Phishing Scam Detection for Ethereum Based on Community Enhanced Graph Convolutional Networks
	1 Introduction
	2 Related Works
	2.1 Phishing Detection Methods
	2.2 Network Representation Learning

	3 Proposed Methods
	3.1 Problem Statement
	3.2 Feature Extraction
	3.3 Community Enhanced Phishing Scam Detection

	4 Experiment
	4.1 Datasets
	4.2 Evaluation Metrics
	4.3 Comparison with Other Methods
	4.4 Evaluation of Model Parameters

	5 Conclusion and Future Work
	References

	DTP: An Open-Domain Text Relation Extraction Method
	1 Introduction
	2 Methodology
	2.1 Encoder
	2.2 Open Relation Detection
	2.3 Open Relation Discovery

	3 Experiments
	3.1 Baselines and Evaluation Metrics
	3.2 Parameters Setting and Training Details
	3.3 Result and Discussion

	4 Conclusions and Future Works
	References

	Exploring the Capability of ChatGPT for Cross-Linguistic Agricultural Document Classification: Investigation and Evaluation
	1 Introduction
	2 Related Work
	2.1 Agricultural Document Classification
	2.2 ChatGPT

	3 ChatGPT-Based Agricultural Document Classification
	3.1 Prompt Question Construction
	3.2 ChatGPT Q&A Inference
	3.3 Answer Alignment

	4 Experiments
	4.1 Setups
	4.2 Main Results
	4.3 Improved with ChatGPT Triggered Prompts
	4.4 Improved with PromptPerfect Prompt Optimization

	5 Prominent Cross-Linguistic Supports
	6 Conclusion
	References

	Multi-Task Feature Self-Distillation for Semi-Supervised Machine Translation
	1 Introduction
	2 Method
	2.1 Teacher Model Structure
	2.2 Working Specification

	3 Experiments
	3.1 Datasets
	3.2 Baselines
	3.3 Evaluation
	3.4 Implementation Details

	4 Experimental Results
	4.1 Results of Standard Datasets
	4.2 Results of Low Resource Datasets
	4.3 Results of Domains Datasets
	4.4 Domain Adaptation

	5 Analysis
	5.1 Effect of Language Modeling Task Training Objectives
	5.2 Effect on Different Part
	5.3 Monolingual Data Size
	5.4 Hallucinations
	5.5 Computation Overhead

	6 Conclusion
	References

	ADGCN: A Weakly Supervised Framework for Anomaly Detection in Social Networks
	1 Introduction
	2 Related Work
	2.1 Anomaly Detection in Social Network
	2.2 Graph Unsupervised Learning
	2.3 Message Passing Neural Networks
	2.4 Weakly Supervised Learning

	3 Methodology
	3.1 Information-Preserving Feature Compression
	3.2 Collaborative Mining of Global and Local Information
	3.3 Multi-view Weakly Supervised Classifier

	4 Experiment
	4.1 Dataset
	4.2 Baselines (RQ1)
	4.3 Ablation Experiment (RQ2)
	4.4 Evaluation of Node Representation (RQ3)

	5 Discussion
	5.1 Hyperparameter Analysis
	5.2 Loss Convergence

	6 Conclusion
	References

	Light Field Image Super-Resolution via Global-View Information Adaption and Angular Attention Fusion
	1 Introduction
	2 Architecture and Pipeline
	2.1 Overview
	2.2 Spatial-Angular Feature Extraction Module (S-AFEM)
	2.3 Global-View Adaptation-Guided Module (GAGM)
	2.4 Angular Attention Fusion Module (AAFM)
	2.5 Fusion and Upsampling Module (FM)

	3 Experiments
	3.1 LF Public Datasets and Evaluation Metrics
	3.2 Settings and Implementation Details
	3.3 Comparison to State-of-the-Art Methods
	3.4 Ablation Study

	4 Conclusion
	References

	Contrastive Learning Augmented Graph Auto-Encoder
	1 Introduction
	2 Related Work
	2.1 Graph Embedding
	2.2 Graph Constrative Embedding

	3 The Proposed Method
	3.1 Preliminary Work
	3.2 Variational Graph AutoEncoder
	3.3 Distribution-Dependent Regularization
	3.4 Truncated Triplet Loss

	4 Experiments
	4.1 Datasets
	4.2 Baselines and Implementation Details
	4.3 Link Prediction
	4.4 Node Clustering
	4.5 Ablation Experiments

	5 Conclusion
	References

	Enhancing Spatial Consistency and Class-Level Diversity for Segmenting Fine-Grained Objects
	1 Introduction
	2 Related Work
	3 Method
	3.1 Overall Network Architecture
	3.2 Spatial Consistency Enhancement Module
	3.3 Fine-Grained Regions Contrastive Loss
	3.4 Loss

	4 Experiments
	4.1 Implementation Details
	4.2 Results
	4.3 Ablation Study
	4.4 Visualization

	5 Conclusion
	References

	Diachronic Named Entity Disambiguation for Ancient Chinese Historical Records
	1 Introduction
	2 Related Works
	3 Method
	3.1 Retriever
	3.2 Reranker
	3.3 Sample Re-Weighting by Frequency
	3.4 Coreference Resolution Post-processing

	4 Dataset
	5 Experiments
	5.1 Settings
	5.2 Baselines and Results
	5.3 Analysis

	6 Discussion
	7 Conclusion
	References

	Construction and Prediction of a Dynamic Multi-relationship Bipartite Network
	1 Introduction
	2 Related Work
	3 DMBN Model
	3.1 Framework Overview
	3.2 DMBN Construction
	3.3 Dynamic Prediction

	4 Experiment and Results
	4.1 Dataset
	4.2 Evaluation Metrics
	4.3 Baseline Methods
	4.4 Results

	5 Conclusion
	References

	Category-Wise Fine-Tuning for Image Multi-label Classification with Partial Labels
	1 Introduction
	2 Related Work
	3 Methods
	3.1 Category-Wise Fine-Tuning (CFT)
	3.2 Greedy Selection for Fine-Tuning Configuration Selection
	3.3 Fine-Tuning Logistic Regressions (LRs) Using Genetic Algorithm

	4 Experimental Results and Discussion
	4.1 The CheXpert Chest X-Ray Image MLC Competition Dataset
	4.2 Partially Labeled Versions of MS-COCO

	5 Conclusion
	References

	DTSRN: Dynamic Temporal Spatial Relation Network for Stock Ranking Recommendation
	1 Introduction
	2 Related Work
	2.1 Stock Ranking Recommendation with Temporal-Spatial Relations
	2.2 Stock Ranking Recommendation with Dynamic Graph

	3 Preliminary
	3.1 Stock Series Data
	3.2 Stock Ranking Recommendation

	4 Methodology
	4.1 Temporal Relation Extraction
	4.2 Dynamic Global-View Spatial Relation Extraction
	4.3 Dynamic Multi-view Spatial Relation Extraction
	4.4 Dynamic Temporal Spatial Relation Aggregation
	4.5 Ranking Recommendation

	5 Experiments
	5.1 Datasets
	5.2 Experimental Settings
	5.3 Baselines Methods

	6 Results and Analysis
	6.1 Overall Performance
	6.2 Ablation Study

	7 Conclusion
	References

	Semantic Segmentation of Multispectral Remote Sensing Images with Class Imbalance Using Contrastive Learning
	1 Introduction
	2 Methodology
	2.1 Semantic Consistency Constraint
	2.2 Rebalancing Sampling Strategy
	2.3 Pixel-Level Supervised Contrastive Loss

	3 Experiments
	3.1 Datasets
	3.2 Experimental Setup
	3.3 Experimental Results and Analysis
	3.4 Parameter Analysis on the Number of Sampled Samples
	3.5 Ablation Experiments

	4 Conclusion
	References

	ESTNet: Efficient Spatio-Temporal Network for Industrial Smoke Detection
	1 Introduction
	2 Our Method
	2.1 Shallow Enhanced Feature Extraction Module
	2.2 Smoke Spatio-Temporal Feature Learning
	2.3 Multi-temporal Spans Fusion Module

	3 Experiments
	3.1 Datasets
	3.2 Implementation Details
	3.3 Comparisons on RISE
	3.4 Ablation Study
	3.5 Visualization Analysis

	4 Conclusion
	References

	Algorithm for Generating Tire Defect Images Based on RS-GAN
	1 Introduction
	2 Related Work
	2.1 Attention Mechanism
	2.2 Residual Networks and RSNet

	3 RS-GAN Tire Defect Image Generative Model
	3.1 RS-GAN Model Framework
	3.2 Generators and Discriminators for RS-GAN
	3.3 Optimization of Loss Function

	4 Experimental Results and Analysis
	4.1 Evaluation Indicators and Generated Image Display
	4.2 Results and Analysis of Ablation Experiments
	4.3 Results and Analysis of Comparative Experiments

	5 Conclusion
	References

	Novel-Registrable Weights and Region-Level Contrastive Learning for Incremental Few-shot Object Detection
	1 Introduction
	2 Related Works
	3 Method
	3.1 Problem Formulation
	3.2 Novel-Registrable Weights
	3.3 Region-Level Contrastive Learning

	4 Experiments
	4.1 Experimental Setting
	4.2 Incremental Few-Shot Object Detection
	4.3 Continuous iFSOD
	4.4 Ablation Study

	5 Conclusion
	References

	Hybrid U-Net: Instrument Semantic Segmentation in RMIS
	1 Introduction
	2 Related Work
	3 Method
	3.1 Encoder
	3.2 Modified Feature Pyramid Module: TSPP
	3.3 Seamless Skip-Connection
	3.4 Decoder

	4 Experiments and Results
	4.1 Datasets
	4.2 Evaluation Metrics
	4.3 Experimental Details
	4.4 Results on MICCAI EndoVis 2017 Dataset
	4.5 Results on Kvasir-Instrument
	4.6 Ablation Studies

	5 Conclusion and Discussion
	References

	Continual Domain Adaption for Neural Machine Translation
	1 Introduction
	2 Related Work
	2.1 Continual Learning
	2.2 Knowledge Distillation

	3 Method
	3.1 Multi-stage Incremental Framework
	3.2 Analysis of KD
	3.3 Alleviate the Negative Impact of KD

	4 Experiments
	4.1 Data Preparation
	4.2 Baselines
	4.3 Implementation Details
	4.4 Main Results
	4.5 Hyperparameters
	4.6 Case Study

	5 Conclusion
	References

	Neural-Symbolic Reasoning with External Knowledge for Machine Reading Comprehension
	1 Introduction
	2 Related Work
	3 Methodology
	3.1 Logic Extraction and Extension
	3.2 Logical Graph Reasoning
	3.3 Answer Prediction

	4 Experiments
	4.1 Dataset
	4.2 Experimental Settings
	4.3 Experimental Results
	4.4 Ablation Study
	4.5 Case Study

	5 Conclusion
	References

	Partial Multi-label Learning via Constraint Clustering
	1 Introduction
	2 Related Work
	3 Proposed Method
	3.1 Pre-clustering
	3.2 Feature Selection (FS)
	3.3 Clustering

	4 Experiment
	4.1 Dataset
	4.2 Metrics
	4.3 Competitors
	4.4 Experimental Results
	4.5 Parameters Analysis
	4.6 Time Complexity

	5 Conclusion
	.1 Proof of Formula
	.2 Additional Excremental Result

	References

	Abstractive Multi-document Summarization with Cross-Documents Discourse Relations
	1 Introduction
	2 Related Work
	2.1 Discourse Rhetorical Structure Based Multi-document Summarization
	2.2 Abstractive Multi-document Summarization

	3 Discourse Patterns Construction
	3.1 Tree Generation Model
	3.2 Discourse Patterns

	4 Model Description
	5 Experiments
	5.1 Dataset and Evaluation Metrics
	5.2 Training Details
	5.3 Main Result
	5.4 Ablation Study

	6 Conclusion
	References

	MelMAE-VC: Extending Masked Autoencoders to Voice Conversion
	1 Introduction
	2 Related Work
	3 MelMAE-VC
	3.1 Pre-train Network MelMAE
	3.2 Speaker Embedder
	3.3 Style Transfer Decoder

	4 Experiments
	4.1 Conditions of Experiments
	4.2 Objective Evaluation
	4.3 Subjective Evaluation

	5 Conclusions
	References

	Aspect-Based Sentiment Analysis Using Dual Probability Graph Convolutional Networks (DP-GCN) Integrating Multi-scale Information
	1 Introduction
	2 Related Work
	3 Reshaped Syntactic Dependency Trees and Multi-scale Information
	3.1 Aspect-Based Syntactic Dependency Tree Corresponding Syntactic Dependency Weights
	3.2 Multi-scale Information

	4 Proposed DP-GCN Model
	4.1 Interactive Attention
	4.2 Fusion of Multi-scale Information
	4.3 Semantic Probabilistic Graph Convolution Module
	4.4 Syntactic Probabilistic Graph Convolutional Module
	4.5 Sentiment Classification

	5 Experiments
	5.1 Dataset and Evaluation Criteria
	5.2 Parameter Setting
	5.3 Baseline Methods
	5.4 Experimental Results and Analysis
	5.5 Ablation Experiment

	6 Conclusion
	References

	Privacy-Preserving Image Classification and Retrieval Scheme over Encrypted Images
	1 Related Work
	2 The System Model and Security Assumption
	2.1 System Model
	2.2 Security Assumption

	3 Image Classification and Privacy Protection
	3.1 System Structure of PICR
	3.2 Image Feature Extraction Model of PICR
	3.3 Privacy Protection Algorithms
	3.4 Privacy-Preserving Image Retrieval

	4 Security Analysis of PICR
	4.1 Security of Category Hash Code Encyption
	4.2 Privacy Guarantee on Feature Vectors

	5 Experimental Evaluation
	5.1 Accuracy Comparison
	5.2 Performance Evaluation and Comparison

	6 Conclusion
	References

	An End-to-End Structure with Novel Position Mechanism and Improved EMD for Stock Forecasting
	1 Introduction
	2 Methodology
	2.1 ACEFormer
	2.2 ACEEMD
	2.3 Time-Aware Mechanism

	3 Experiments
	3.1 Datasets
	3.2 Model Setting
	3.3 Evaluation Metrics
	3.4 Competing Methods

	4 Result
	4.1 Trend Evaluation
	4.2 ACEEMD Effect

	5 Conclusion
	References

	Multiscale Network with Equivalent Large Kernel Attention for Crowd Counting
	1 Introduction
	2 Related Works
	2.1 Multiscale Crowd Counting Methods
	2.2 Attention-Based Methods

	3 Proposed Approach
	3.1 Large Kernel Attention Unit (LKAU)
	3.2 Gate Channel Attention Unit (GCAU)

	4 Implementation Details
	4.1 Ground Truth Generation
	4.2 Datasets
	4.3 Training Details

	5 Experiments
	5.1 Evaluation Metrics
	5.2 Comparisons with State-of-the-Art
	5.3 Ablation Study

	6 Conclusion
	References

	M3FGM: A Node Masking and Multi-granularity Message Passing-Based Federated Graph Model for Spatial-Temporal Data Prediction
	1 Introduction
	2 Related Work
	2.1 Graph Neural Networks
	2.2 Split Federated Learning

	3 Problem Formulation
	4 Methodology
	4.1 Server Model
	4.2 Client Model
	4.3 Training and Inference Process

	5 Experiments
	5.1 Datasets
	5.2 Compared Models and Settings
	5.3 Performance Comparison Under the Ideal Scenario
	5.4 Performance Comparison Under the Non-Ideal Scenario
	5.5 Effect of Mask Node Rate and Discussion

	6 Conclusion
	References

	LenANet: A Length-Controllable Attention Network for Source Code Summarization
	1 Introduction
	2 Method
	2.1 Encoder with Length Offset Vector
	2.2 Sentence-Level Code Tree
	2.3 Context-Aware Code Sentence Extractor

	3 Experiments
	3.1 Experimental Setup
	3.2 Baselines
	3.3 Main Results

	4 Discussion
	4.1 Specific Feature Selection Without Length Offset
	4.2 Visualization Analysis

	5 Related Work
	5.1 Code Summarization
	5.2 Controllable Text Generation

	6 Conclusions
	References

	Self-supervised Multimodal Representation Learning for Product Identification and Retrieval
	1 Introduction
	2 Related Work
	2.1 Product Similarity
	2.2 Multimodal Representation

	3 Methodology
	3.1 Self-attention Mechanism
	3.2 Self-supervision Module
	3.3 Multimodal Training Objectives

	4 Experiments
	4.1 Datasets
	4.2 Evaluation Data and Metrics
	4.3 Evaluation Results
	4.4 Ablation Studies

	5 Conclusion
	References

	Author Index



