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Abstract—Accurate traffic prediction can help administrators 

better plan and manage urban traffic, alleviating the traffic 

pressure. Local spatial-temporal dependency is the strongest and 

most direct dependency within traffic data. However, recent 

researches in traffic prediction using stacked or coupled fusion 

methods to combine temporal and spatial learning networks have 

not fully captured local spatial-temporal dependency in traffic 

data. This paper introduces a recurrent neural network structure 

that captures local spatial-temporal dependency by considering 

the spatial relationship of each time with its current, past, and 

future time simultaneously. Additionally, a period enhanced 

attention mechanism is introduced to capture long-term temporal 

dependency. Finally, the two modules are combined to construct 

a Traffic Spatial-Temporal Transformer for traffic prediction. 

Experimental results demonstrate that the proposed transformer 

outperforms baselines in terms of prediction accuracy. 
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I. INTRODUCTION

With the development of intelligent sensors and urban 
computing, Intelligent Transportation Systems (ITS) can 
collect and analyze voluminous traffic data generated by the 
busy traffic to extract valuable information. As in [1], ITS can 
help administrators make informed decisions for rational urban 
traffic planning and effective management to alleviate traffic 
pressure. Traffic prediction is essential in ITS, forecasting 
future traffic conditions from historical data, which involves 
temporal and non-Euclidean spatial dependencies. 

Taking the two dependencies into consideration, the traffic 
state of a road in the road network at a time is related to its own 
and the connected roads’ state at the current, past, and future 

Figure 1.  The local spatial-temporal dependency of traffic data. 

time, which is called local spatial-temporal dependency, as 
shown in Fig. 1. Local spatial-temporal dependency is the most 
direct and strongest dependency present in traffic data, and it is 
also the most critical dependency that needs to be captured for 
traffic prediction. 

Recent researches on traffic prediction mainly focused on 
the network structures that fuse temporal learning network 
(TLN) and spatial learning network (SLN). According to [2], 
the fusion methods in these network structures can be divided 
into two categories: stacked fusion and coupled fusion. Stacked 
fusion connects TLN and SLN serially or in parallel, capturing 
temporal and spatial dependencies separately, such as TGCN 
[3], STGCN [4], ASTGCN [5] and GWN [6]. This fusion 
method leads to each network neglecting other dependency 
while capturing their respective dependency and fails to capture 
the local spatial-temporal dependency. The coupled fusion 
method is usually embedding GNN-based SLN into RNN-
based TLN, capturing spatial dependency in each iteration, 
such as DCRNN [7] and DGCRN [8]. This method can capture 
the spatial-temporal dependency between the present and past 
time, but without the future time. BiLSTM [9] can address this 
issue by processing bidirectionally but with high costs. S-
LSTM [10], a recurrent network structure with a message-
passing mechanism that treats the entire time series as a hidden 
state with global state, providers lower cost and more accurate 
temporal feature extraction compared to BiLSTM. 

To achieve more accurate traffic prediction, we enhanced 
S-LSTM with a dynamic graph generation process during each
iteration and utilized it for graph convolution during hidden
state updates, which allows us to capture local spatial-temporal
dependency in traffic data effectively. Additionally, we
designed an enhanced attention mechanism based on period to
capture long-term temporal dependency. This mechanism
decomposes time series into the frequency domain to obtain
periods and strengthens the attention between each time point
and its related periodic time points based on frequency. Our
contributions are summarized as follows:

• We propose a recurrent network structure named

LSTN to simultaneously capture the spatial and

temporal dependencies of each road at each time along

with the neighbor roads at current, past and future time.

• We propose an enhanced attention named PEA, which

enhanced the attention of each time to its periodic

correlated time.

2023 4th International Symposium on Computer Engineering and Intelligent Communications (ISCEIC)

979-8-3503-0632-3/23/$31.00 ©2023 IEEE 239

20
23

 4
th

 In
te

rn
at

io
na

l S
ym

po
si

um
 o

n 
C

om
pu

te
r E

ng
in

ee
rin

g 
an

d 
In

te
lli

ge
nt

 C
om

m
un

ic
at

io
ns

 (I
SC

EI
C

) |
 9

79
-8

-3
50

3-
06

32
-3

/2
3/

$3
1.

00
 ©

20
23

 IE
EE

 | 
D

O
I: 

10
.1

10
9/

IS
C

EI
C

59
03

0.
20

23
.1

02
71

15
2



Figure 2.  The overall architecture of TTST 

• We propose a transformer called TSTT that combines

LSTN and PEA for traffic prediction. We conducted

experiments based on two real-world traffic datasets,

and the results show that TTST outperforms baselines.

II. RELATED WORK

Early researches treated traffic prediction as a time series 
forecasting problem, only focusing on capturing the temporal 
dependency in traffic data. In past decade, due to the 
development of Convolution Neural Network (CNN) in area of 
computer vision, some researches such as ConvLSTM [11] and 
PredRNN [12], have applied CNN to catch the Euclidean 
spatial dependency. In recent years, with the development of 
Graph Neural Network, especially GCN [13], many researches 
have increasingly integrated TLN with GCN to effectively 
capture the spatial-temporal dependency in traffic data.  

TGCN [1] stacks GCN and GRU to separately capture time 
dependency and spatial dependency. STGCN [2] combines 
one-dimensional convolution and gate mechanism for time 
dependency, and stacks it with GCN to capture spatial 
dependency. ASTGCN [3] extracts adjacent, daily, and weekly 
time segments, computes temporal and spatial attention for 
each of these three groups of data, and then combines GCN 
with one-dimensional convolution to capture the spatial-
temporal dependency. GWN [4] proposes an adaptive 
adjacency matrix learning approach that combines GCN to 
capture spatial dependency while utilizing gated TCN to 
capture temporal dependency. DCRNN [5] introduces a 
bidirectional random walk graph diffusion convolutional 
recurrent network and employs seq2seq architecture for 
modeling spatial-temporal dependency. DGCRN [6] combines 
GCN with RNN and uses a hyper-network to generate an 
dynamic graph before each recurrent of RNN to capture 
dynamic changes of traffic data. Based on the generated 
dynamic graph and the original adjacent matrix, GCN can 
capture more spatial information. 

III. PRELIMINARIES

A. Traffic data

We define the traffic data as D = (V, A, Xt). Here, V is a set

with N = |V| vertices, where each vV represents a traffic 
sensor or road segment in the traffic network; A is the adjacent 

matrix, where each aijA represents a connection from vi to vj 

in the traffic network when it equals 1; Xt = (x1 

t , x2 

t , ..., xn 

t ) is the 
traffic state, where xi 

t  represents the state collecting from vi at 
time t. 

B. Problem formulation

The traffic prediction problem can be formulated as follows,
given the historical data X = (Xt-h, Xt-h-1, ..., Xt) of the past h 
time steps, predict the traffic state Y = (Yt+1, Yt+2, ..., Yt+f) of the 
f future time steps. 

IV. METHODS

A. Overview

Fig. 2 shows the overall architecture of Traffic Spatial-
Temporal Transformer (TSTT) including two main parts: Local 
Spatial-Temporal Network (LSTN) and Period Enhanced 
Attention (PEA). TSTT first applies a linear transformation 
layer to align the time dimension of the input from h to h+f, 
which can better learn the temporal variation of cross past and 
future. Then the aligned input is fed into LSTN to capture local 
spatial-temporal dependency. Next, the output of LSTN is 
further processed through PEA to capture long-term time 
dependency. Finally, PEA’s output is projected from the time 
dimension of h+f to f using a linear transformation layer, and 
the projected output serves as the prediction result of TTST. 

B. LSTN

We propose LSTN by incorporating dynamic graph
generation and GCN into S-LSTM. Fig. 3 shows the structure 
of LSTN. The hidden state Hk in k-th recurrence include the 
sub-hidden time state hk 

i  at each time i and the global spatial 
state zk, as in (1). Following S-LSTM, we initialize h0 

i  and z0 in 
H0 with the same parameter h0. The transition from Hk-1 to Hk 
involves the generation of dynamic graph gk and the updates of 
hk 

i and zk.

Hk = {hk 

1 , …, hk 

t , z
k} (1) 

Building upon the S-LSTM's process of extracting local 
temporal dependency based on each time state and its temporal 
context, LSTN integrates graph convolution into this process to 
capture local spatial-temporal dependency. GCN is typically 
based on the adjacency matrix in traffic data, which only 
records direct connections between roads. However, there are 
rich relationships between indirectly connected roads. To 
comprehensively consider the relationships between different 
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Figure 3.  The structure of LSTN 

roads, we perform graph diffusion process on the adjacency 
matrix A before the start of LSTN's recurrence to expand the 
connection between roads. The graph diffusion process is as 
shown in (2), where θa is a parameter, a is the diffusion step, D 
is the diagonal matrix of A and A' is the expanded adjacency 
matrix. 

 A' = n 

a=0 a (AD-1)a  

The generation of dynamic graph zk in each recurrence of 
LSTN is to help GCN better capture the spatial dependency 
within the hidden states. The generation process first transposes 

{hk−1 

1 , …, hk−1 

t } t*N to {vk−1 

1 , …, vk−1 

N } N*t and then uses the 
method of computing attention scores in graph attention 
mechanism to calculate the correlation matrix of roads. Finally, 
A' is used to mask the correlation matrix to obtain the dynamic 
matrix gk, as in (3). 

gk = mask(AttScore(vk−1 

1 ,…, vk−1 

N ), A' ) (3) 

Similar to S-LSTM, the calculation for updating hk 

i  is based 
on x

k 

i , h
k-1 

i-1 , h
k−1 

i , h
k-1 

i+1 and zk-1, as in the following equation group: 


k 

i = [hk−1 

i-1 , hk−1 

i ,hk−1 

i+1 ] 

ê k 

i  = sigmod(We
k 

i g
k + Ue xi + Ve zk-1 + be) 

l ̂k 

i  = sigmod(Wl
k 

i g
k + Ul xi + Vl zk-1 + bl) 

r̂ k 

i  = sigmod(Wr
k 

i g
k + Ur xi + Vr zk-1 + br) 

f ̂k 

i  = sigmod(Wf
k 

i g
k + Uf xi + Vf zk-1 + bf) 

 ŝ k 

i  = sigmod(Ws
k 

i gk + Usxi + Vszk-1 + bs) 

ok 

i  = sigmod(Wo
k 

i g
k + Uoxi + Vozk-1 + bo) 

uk 

i  = tanh(Wu
k 

i g
k + Uuxi + Vuzk-1 + bu) 

ik 

i , l
k 

i , r
k 

i , f 
k 

i , s
k 

i  = softmax(ê k 

i , l ̂
k 

i , r̂ 
k 

i , f ̂
k 

i , ŝ 
k 

i ) 

ck 

i  = lk 

i⊙ ck-1 

i-1  + f k 

i⊙ck−1 

i + rk 

i⊙ck-1

i+1 + sk 

i⊙ck−1

z  + ek 

i⊙uk 

i  

hk 

i  = ok 

i  * tanh(ck 

i )  (4) 

where k 

i  represents the concatenation of hidden states within a 

time context window and ck 

i  denotes the cell state. ik 

i , l 
k 

i , r
k 

i , f 
k 

i  

and sk 

i  are the setting gates to control the information flow from 

the input xi, the past time cell ck−1 

i−1 , the future time cell ck−1 

i+1 , ck−1 

i , 

and the global spatial cell ck−1 

z  to ck 

i . ok 

i  is an output gate from 

the cell state ck 

i  to the hidden state hk 

i . W, U, V and b are the 

gate-related parameters of model. 

Additionally, we have further improved the computation of 
global spatial state in S-LSTM by drawing inspiration from the 
method of channel attention calculation in SENet[14]. We 
performed average pooling on each channel of the sub-hidden 
time state followed by 1x1 one-dimensional convolution to 
obtain the global spatial feature of each road. The process of 
updating zk is as in the following equation group: 

h ̅= Conv1d(AvgPool(hk−1 

1 ,… , hk−1 

t )) 

f ̂k 

z  = sigmod(Wz zk-1 + Uz h ̅+ bz) 

f ̂k 

i  = sigmod(Wf zk-1 + Uf h
k−1 

i + bf) 

ok 

i  = sigmod(Wo zk-1 + Uo h ̅+ bo) 

f k 

1 , …, f k 

t , f 
k 

z  = softmax(f ̂k 

1 , …, f ̂k 

t , f ̂
k 

z ) 

ck 

z  = f h 

z⊙ ck−1 

z  + 
t 

i=1 f 
k 

i⊙ck−1

i  

zk = ok ⊙ tanh(ck 

z )  (5) 

where h̅ is the global spatial feature, f  k 

1 , ..., f k 

t  and f k 

z  are gates 

controlling the information flow from ck−1 

1 , ..., ck−1

t  and ck−1 

z . ok is 

an output gate from ck−1 

z  to zk. 

C. PEA

Self-Attention can capture long-term temporal dependency
by establishing weight relationships among different elements 
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in a time series. To further capture the long-term time 
dependency in traffic data and account for its periodicity, we 
propose PEA by enhancing the attention scores for related 
periodic time points within Self-Attention.  

PEA consists of two parts: the period enhanced matrix 
generation and the self-attention. Fig. 4 shows the process of 
period enhanced matrix generation part, it starts by using Fast 
Fourier Transform (FFT) to obtain frequency intensity of the 

data, computing the average frequency intensity for each 
channel and selecting the top-d highest frequency intensity, as 
shown in (6), where fd is the d-th highest frequency intensity.  

{f1, …, fd} = Topd(Avg(FFT(X))) (6) 

Then the periods are computed based on the historical data 

length T, as in (7), and the enhanced coefficients are obtained 

by applying LeakyReLU operation to frequency intensity, as in 

TABLE I. THE RESULTS OF EXPERIMENT 

Data Model 
3 steps (15 mins) 6 steps (30 mins) 12 steps (60 mins) 

RMSE MAE MAPE RMSE MAE MAPE RMSE MAE MAPE 

PeMS 

- 

Bay 

STGCN 2.962 1.352 2.94% 3.942 1.728 3.94% 4.905 2.11 5.12% 

ASTGCN 3.217 1.396 3.08% 4.286 1.814 4.52% 4.984 2.213 5.15% 

GWN 2.812 1.349 2.81% 3.795 1.692 3.86% 4.618 2.025 4.79% 

DCRNN 2.854 1.372 2.87% 3.892 1.765 4.12% 4.811 2.143 5.09% 

DGCRN 2.69 1.28 2.66% 3.63 1.65 3.55% 4.42 1.89 4.43% 

TSTT 2.651 1.275 2.64% 3.592 1.623 3.53% 4.218 1.756 4.39% 

METR 

- 

LA 

STGCN 5.236 3.052 7.12% 6.212 3.476 8.67% 8.142 4.014 10.52% 

ASTGCN 5.512 3.127 7.21% 6.275 3.631 8.63% 8.256 4.132 10.66% 

GWN 5.374 2.935 7.02% 6.174 3.205 8.39% 7.933 3.768 10.34% 

DCRNN 5.059 2.962 7.08% 6.193 3.355 8.48% 8.122 3.855 10.39% 

DGCRN 5.01 2.62 6.63% 6.05 2.99 8.02% 7.19 3.44 9.73% 

TSTT 4.965 2.596 6.57% 5.832 2.895 7.93% 7.094 3.245 9.45% 

Figure 4.  The process of period enhanced matrix generation. 

(8), where pd and cd represents the period and enhanced 

coefficient for fd. 

{p1, …, pd} = {T / f1, …, T / fd} (7) 

{c1, …, cd} = LeakyReLU({f1, …, fd}) (8) 

The enhanced matrix is generated by updating a zero matrix 

M based on the period and frequency intensity. The update 

process for each mijM is as shown in (9). The detail of self-

attention is as shown in (10) and (11), where Wq, Wk and Wv are 

the parameters of linear transformations, dk is the dimension of 

key. 

mij = {ck : (i - j) mod pk == 0} (9) 

Q, K, V = XWq, XWk, XWv (10) 

Attention(Q, K, V) = softmax((QKT + M) / (dk)-1/2)     (11) 

V. Experiment

A. Setup

We employed two real-world datasets for conducting the
experiment: METR-LA[7] and PeMS-Bay[15], and adopt the 
five following baselines to compare with our model: 
STGCN[4], ASTGCN[5], GWN[6], DCRNN[7], and 
DGCRN[8]. The following three metrics are used to evaluate 
the models:  

• Mean Absolute Error (MAE):

MAE = (m 

i=1| ŷi - yi |) / m 

• Root Mean Squared Error (RMSE):

RMSE = ((m 

i=1( ŷi - yi )2) / m)-1/2 

• Mean Absolute Percent Error (MAPE):

MAPE = 100% * (m 

i=1| ŷi - yi | / yi) / m 

where m is the number of samples in the test dataset, ŷi and yi 

are the predicted and true values of sample i.  

B. Result

Table 1 shows the experimental results. The bold results

indicate the best performance, and the underlined results 

represent the second-best. Overall, TTST performs better than 

other models in the three evaluated metrics. To be more 

specific, the advantage of TTST is more evident in long-term 
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predictions (12 steps) compared to short-term predictions (3 

steps and 6 steps).  

VI. CONCLUSIONS

In this paper, we fully consider the spatial-temporal 
dependency in traffic data and propose a transformer called 
TTST to achieve traffic prediction. TTST includes a recurrent 
neural network combined with GCN to capture the local 
spatial-temporal dependency, and a period enhanced attention 
to capture the long-range temporal dependency. We have tested 
TTST on two real-world datasets for traffic prediction task and 
the results showed TTST outperforms baselines with a greater 
advantage in long-term prediction compared to short-term 
prediction. 
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