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Abstract—Fake news detection attracts many researchers’ attention due to the negative impacts on the society. Most existing fake

news detection approaches mainly focus on semantic analysis of news’ contents. However, the detection performance will dramatically

decrease when the content of news is short. In this paper, we propose a novel fake news detection multi-task learning (FDML)model

based on the following observations: 1) some certain topics have higher percentages of fake news; and 2) some certain news authors

have higher intentions to publish fake news. FDML model investigates the impact of topic labels for the fake news and introduce

contextual information of news at the same time to boost the detection performance on the short fake news. Specifically, the FDML

model consists of representation learning and multi-task learning parts to train the fake news detection task and the news topic

classification task, simultaneously. As far as we know, this is the first fake news detection work that integrates the above two tasks.

The experiment results show that the FDML model outperforms state-of-the-art methods on real-world fake news dataset.

Index Terms—Fake news detection, multi-task learning, topic classification
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1 INTRODUCTION

WITH the wide dissemination capabilities of the Internet,
fake news has been widely spread through online

social media. For example, Facebook referrals accounted for
50 percent of total traffic to fake news sites and 20 percent of
total traffic to reputable news sites [1]. Moreover, according
to Science [2], fake news diffused significantly faster, deeper
and more broadly than the truth which brings serious nega-
tive impacts to both individuals and society. For instance, a
Google engineer was killed by the kidnapping rumours in
India [3] and the massive rumours on Facebook and Twitter
even influenced the 2016 US presidential election [4]. In
order to detect fake news, several fact-checking organiza-
tions such as factcheck.org, politifact.com and snopes.com
spend huge efforts and costs to hire many domain experts
to label the truthfulness of news manually. Thus, automatic
fake news detector plays a vital role to detect fake news and
reduce the negative effects of the fake news.

Recently, automatic fake news detection attracts a large
number of researchers [5], [6], [7]. Early fake news detection
methods [8], [9], [10] often design comprehensive sets of hand-
crafted features based on news contents, user profiles and
propagation paths of news, and then train classifiers to discrim-
inate the truthfulness of news. However, it is difficult to design
all-encompassing features since fake news is usually created
across different types of topics, writing styles and social media
platforms [11]. Hence, deep neural network approaches [12],
[13], [14], [15], [16], [17], [18] have been proposed to automati-
cally learn discriminate patterns from news contents and prop-
agation paths. Unfortunately, previous works increase the
performances of fake news detectionmodel, but drop dramati-
callywhen the news contents are short [15].

Nowadays, Facebook, Twitter, Reddit andTumblr become
important sources of news and thousands of users read news
from above social media platforms. For example, there are 66
percent of Facebook users, 59 percent Twitter users and
nearly 70 percent Reddit users get news on Facebook, Twitter
and Reddit, respectively [19]. In order to distinguish fake
news with short contents on social media, we investigate the
one of largest fake news dataset which called LIAR dataset as
shown in Fig. 1. First, according to Fig. 1a, 63 percent of educa-
tion news tend to be true while only 37 percent of health-care
news tend to be true. Furthermore, there are 11 percent
health-care news are pants-firewhich is more than twice to edu-
cation news (5 percent). Second, according to Fig. 1b, Barack
Obama published 81 percent true economic news while Don-
ald Trump only published 57 percent true economic news.
Furthermore, Barack Obama did not published any pants-fire
economic news, but Donald Trump published 3 percent of
them. At the last, we summarize the two observations on
socialmedia platform as below:

� Different topics have different credibility distributions and
some certain topics have higher percentages of fake news.
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For example, immigration and crime are themain topics
of online disinformation inAustria andGermany [20].

� Different authors also have different credibility distribu-
tions and some certain news authors have a higher proba-
bility of publishing fake news. For example, different
U.S. Presidents have different credibility distribu-
tions of the same topic.

Based on the above two observations, we assume that the
news topic and contextual information such as author pro-
files have certain impacts of fake news detection task. In this
work, we propose a novel fake news detection multi-task learn-
ing (FDML), which trains the fake news detection task and
the news topic classification task simultaneously through
multi-task learning, by leveraging the correlations among
the news topics, the credibility distributions of authors, and
the truthfulness of news at the same time. Moreover, we pro-
pose a novel news graph (N-Graph) method to obtain richer
news representation via preserving relationships among
news and design a simple dynamic weighting strategy to
automatically balance the importance of multiple tasks to
achieve better performance of both fake news detection task
and news topic classification task at the same time. The main
contributions of this paper lie in the following aspects:

� We propose a novel fake news detection multi-task
learning (FDML) model that incorporates topic

information and contextual information to enha-
nce the performance on both the fake news detec-
tion task and the news topic classification task,
simultaneously. To the best of our knowledge, this
is the first work that aims to tackle fake news
detection task and news topic classification task
together in a unified approach through multi-task
learning.

� We propose a novel news graph (N-Graph)
approach in the representation part to capture rela-
tionships of the news based on textual information
and contextual information, simultaneously. Fur-
thermore, we design a dynamic weighting strategy
to reduce the risk of imbalanced multi-task learning
where a single task may occur overfitting across mul-
tiple tasks.

� We evaluate the FDML model on one of the largest
real-world public fake news dataset and the results
show that our approach has the best performances
on both tasks in terms of fake news detection task
and topic classification task.

The rest of this paper is organized as follows: Section 2
gives a brief review of related works. Section 3 presents the
details of the FDML model. Experimental results are pre-
sented in Section 4. Finally, Section 5 concludes the study
and discusses the future works.

Fig. 1. Credibility distributions of different topics and authors.
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2 RELATED WORK

2.1 Propagation-Based Approach

Using propagation-based fake news detection approaches
to mine diffusion patterns of fake news has been studied for
many years [21], [22], [23], [24], [25], [26]. For example, Men-
doza et al. [21] analyzed retweeting topology network and
found the differences between rumour diffusion patterns
on Twitter and traditional news platforms. Gupta et al. [22]
proposed a PageRank-like credibility propagation algo-
rithm by encoding the credibilities on three layers of user-
tweet-event heterogeneous information network. Kown
et al. [26] proposed a new method called the Periodic Exter-
nal Shocks (PES) model which combined a set of linguistic
features and the network structure together to identify
rumours. Chen et al. [23] proposed a hybrid approach based
on click-baiting cues to detect fake news. Tacchini et al. [24]
proposed a novel adaptation of boolean crowdsourcing
algorithms to show that the diffusion pattern of information
can be a useful component of automatic hoax detection sys-
tems. However, all these works require a large effort to col-
lect propagation information, especially when diffusion
paths change rapidly in social media platforms.

2.2 Stance-Based Approach

Stance-based fake news detection approaches mainly rely
on hand-crafted linguistic or embedding features to learn
keywords, linguistic cues or writing styles based on news
contents [8], [9], [27], [28], [29], [30]. For example, Castillo
et al. [8] designed a series of hand-crafted features based on
linguistic features to determine the truthfulness of Twitter
tweets. Yang et al. [10] extracted an extensive set of features
from micro blog data to train a classifier that automatically
detects fake news. Feng et al. [9] utilized a wide range of
linguistic features such as n-gram, part-of-speech tags and
production rules based on the probabilistic context-free gra-
mmar to detect deception. Qazivinan et al. [27] proposed a
general framework based on content-based, network-based,
and micro-blog-specific memes to retrieve rumours tweets
that match a more general query. Rubin et al. [29] provided
a conceptual overview of satire and humor, elaborating and
illustrating the unique features of satirical news to detect
potentially misleading news. Liu et al. [31] and Zubiaga
et al. [32] collected contains many stories and relevant
tweets for each story. Conroy et al. [30] promised an innova-
tive hybrid approach which combines linguistic cues and
network-based behavior data to find fake news. Unfortu-
nately, it is difficult to design all-encompassing features
since fake news is usually created across different types of
topics. Moreover, the above works cannot capture useful
features to achieve a satisfactory performance when the size
of the news is not long enough.

2.3 Deep Learning Based Approach

Given the powerful automatic feature learning ability of
deep learning, many works focus on detecting fake news by
using deep neural networks in recent years. For example, Ma
et al. [12] proposed a deep neural network based on RNN to
capture the temporal and textual features from rumour
posts. Liu and Wu [33] utilized recurrent and convolutional
networks to detect fake news through propagation path

classification. Singhania [34] et al. proposed a three-level
hierarchical attention network to extract textual features
from news content. Ma et al. [35] focused on sentiment analy-
sis and jointly optimized rumour detection and stance classi-
fication task based RNN. Shu et al. [36] proposed a new
explainable detection framework for fake news, which
exploits both news contents and user comments to explain
why the piece of news is fake. Yang et al. [37] proposed an
unsupervised approach to detect fake newswith binary cate-
gories by exploiting specific users’ engagements on social
media platforms. Ruchansky et al. [38] proposed a hybrid
deep network with multiple branches for high-level repre-
sentation from contextual and textual information. Nguyen
et al. [39] proposed a deep network with Markov Random
Field (MRF) to incorporate the correlations across the news
articles. However, most of previous works collect a large
amount on comments of news as an important factor to pro-
pose binary classification fake news detectionmodels.

Moreover, there are several works [14], [15], [40], [41]
mainly focus on fine-grained short fake news detection. For
example, Wang [15] proposed a hybrid convolutional neu-
ral networks fake news detection framework with six fake
levels on one of the largest short fake news benchmark
LIAR dataset. Long et al. [40] employed contextual informa-
tion such as author profiles as attention factors and pro-
posed a hybrid LSTM model to detect fake news with
multiple fake labels. Karimi et al. [14] applied a deep neural
network to learn features from multi-perspective informa-
tion and then combined these features by attention mecha-
nism. However, none of the existing work investigated the
correlations between topics and the truthfulness of news.

Inspired by the success of multi-task learning on data
mining applications [42], [43], [44], [45], [46]. We consider
the news topic information from the contextual information
and capture the relationship between news topic and news
truthfulness to jointly learn the fine-grained fake news
detection task and news classification task together via
multi-task learning.

3 METHODOLOGY

In this section, we will show the details of the proposed
FDML model. First, we give the definitions of the fake news
detection problem and topic classification problem. Then
we show the detailed design of the FDML model. Details of
each component of the FDML model are introduced in the
followed subsections.

3.1 Problem Definition

Before introducing the problem definition, let us first intro-
duce some terminologies used in this paper.

Definition 3.1 (Textual Information). Let textual informa-
tion D ¼ fd1; d2; . . . ; djDjg be a news set that containing jDj
news. Textual information means the text of the news.

Definition 3.2 (Contextual Information). Let contextual
information C ¼ fR1; R2; . . . ; RjCjg be a contextual set that
containing jCj types of side information of the news.

Definition 3.3 (News Label). Each piece of news is associated
with labels y ¼ fyt; yfg for topic label and fake news label.
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Definition 3.4 (Topic Classification). Given a set of news
D ¼ fd1; d2; . . . ; djDjg, predict topic label ŷt for each piece of
unlabelled news d such that ŷt � yt.

Definition 3.5 (Fake News Detection). Given a set of news
D ¼ fd1; d2; . . . ; djDjg, predict truthfulness label ŷf for each
piece of unlabelled news d such that ŷf � yf .

Definition 3.6 (Multi-Task Fake News Detection). Given
a set of news D ¼ fd1; d2; . . . ; djDjg, find a model F that pre-
dicts the the topic label ŷt and the truthfulness label ŷf of the
news d simultaneously, such that FðdÞ ¼ fŷt; ŷfg � fyt; yfg.
As defined in Definitions 3.1 and 3.2, a piece of news

consists of two kinds of contents: 1) textual information,
for example, “Virginia governor Ralph Northam defies
calls to resign over racist photo”; and 2) contextual informa-
tion, for example, the news is published in “Massachusetts”,
and the speaker of the news is “Willard Mitt Romney”,
who is a “republican”. The “location of speech”, “Speaker
name” and “political party” are three types of contextual
information.

According to Definition 3.5, the objective of FDML is to
jointly train the fake news detection task and the topic clas-
sification task, simultaneously.

3.2 Model Overview

Fig. 2 shows the framework of FDMLmodel. FDML consists
of two parts: representation learning part and multi-task
learning part. For the representation learning part, we pro-
pose a novel news graph (N-Graph) approach to preserve
relationships of news based on textual information and con-
textual information, simultaneously. For the multi-task
learning part, we design a simple dynamic weighting strat-
egy to balance the importance of multiple tasks. In the fol-
lowing subsections, we will introduce two learning parts of
FDML respectively.

3.3 Representation Learning

Several short fake news detection models [15], [38] cooper-
ate contextual data to provide more representations of news
to enhance detection accuracy. However, most existing
approaches mainly regard contextual data as normal fea-
tures that ignore the relationships between news. A
straightway to preserve relationships among news is using
similarity-based methods such as cosine similarity, euclid-
ean distance to calculate differences between news. The
above similarity-based methods ignore effects of semantic
information of news under different relationship spaces. In
the representation learning part of FDML, we propose a
novel news graph (N-Graph) method to integrate semantics
information and relation subspaces to calculate differences
among news. Fig. 3 shows the details of method N-Graph.

First, we build a prototype of relation Ri according to ith
type contextual information. PRi

k is a relation subspace in
relation type Ri which is defined as

P
Ri
k ¼ 1

jNRi
k j

XjNRi
k

j

j¼1

dj; (1)

where k is a number of relation subspaces in relation type
Ri. For example, Ri is political party from contextual Ci,
and there is k ¼ 24 parties in the experimental datatset such
like democratic party, republican party and libertarian
party. Hence, there is twenty-four PRi

k subspaces in relation
type Ri. dj is the embedding vector of jth news via embeed-
ing tools GloVe [47]. jNRi

k j is the number of news which
belongs to subspace k in Ri.

Then, we project semantic information of news into sub-
spaces k in relation Ri so that N-Graph can capture more
accurate differences between news under different relation
subspaces. Skðdm; dnÞ denotes similarities between news dm
and news dn in subspace k of relation Ri, which is defined as

Fig. 2. The framework of FDML. The representation learning part learns statement representation and relation representations from textual informa-
tion and contextual information. The multi-task learning integrates different types of representations via task gate and dynamically balances the
importance of topic classification task and fake news detection task.
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Skðdm; dnÞ ¼ disðPRi
k ; dmÞ � disðPRi

k ; dnÞ
��� ��� � P

Ri
k

��� ���
2
; (2)

where disð�Þ calculates distances between subspace P
Ri
k and

news d based on semantics information via euclidean dis-
tance or cosine similarity methods. We empirically choose
cosine similarity as disð�Þ in this work. Both dm and dn
belong to same relation subspace k in relation type Ri. Fur-
thermore, kPRi

k k2 is the L2 norm of PRi
k .

We build an adjacent matrix Ak
i of subspace k in relation

type Ri according to Skðdm; dnÞ

Ai
k¼

Skðdm; dnÞ; if dm and dn belong to space k
0; otherwise

�
; (3)

where Ai ¼ fAi
1; A

i
2; . . .A

i
kg and a news graph NGi ¼

ðD;AiÞ preserves relationships among news in relation Ri.
A set of news D means nodes in news graph which contain
semantics information of news and Ai means edges between
news which contains relationship among news in relation
type Ri. There is jCj news graphs built by N-Graph method
according to contextual information C ¼ fR1; R2; . . . ; RjCjg.

In this work, we choose Ai
k as a novel adjacent matrix in

graph convolutional network (GCN) [48] to learn different
relation representations under different subspaces. Each
hidden layer in relation Ri is defined as

Hi
lþ1 ¼ fðHi

l ; A
iÞ; (4)

where l is the index of layers and Ai is the adjacent matrix of
news under relation type Ri. The non-linear function
fðHi

l ; A
iÞ is defined as

fðHi
l ; A

iÞ ¼ sðcDi
1
2cAicDi�1

2Hi
lWlÞ; (5)

whereWl is a weight matrix for the lth hidden layer and sð�Þ
is a non-linear activation function. Adjacent matrix cAi ¼
Ai þ I, where I is the identity matrix and cDi

ii ¼
P

j
cAi

ij.
Furthermore, we choose Bi-LSTM [49] to learn statement

representation based on textual information of news, due to
Bi-LSTM can capture richer semantic features among words
in the short texts from forward and backward direction

simultaneously [50]. In summary, the representation learn-
ing part learns relation representations and statement repre-
sentations, simultaneously. Then multi-task learning part
receives and selectively integrates representations depends
on different tasks.

3.4 Multi-Task Learning

In a traditional multi-task learning model, the weight of
each task is fixed during the entire learning process, which
may cause the imbalance learning problem: the network
pays more efforts to train the task with lager weight during
the entire learning process and may ignore the importance
of another task with a smaller weight. In the multi-task
learning part of FDML, we consider the imbalance learning
problem to propose a simple dynamic weighting strategy
where the weight of each task is dynamically adjusted in
each iteration. Specifically, if task A converges or reaches
satisfactory performance before task B, then the strategy
will assign a smaller weight to task A and a larger weight to
task B during future training. The advantage of dynamic
weighting is that it reduces the risk of a single task may
occur over training across multiple tasks and can search
suitable weights of each task automatically.

First, we introduce a task gate to select and fuse relevant
features by considering the relationship between features
and tasks. We train several task Mask matrices to selectively
integrate statement representation and relation representa-
tions based on attention mechanism for different tasks so
that the model can filter irrelevant features of the task to
reduce noises and the number of training weights.

The integrated representations of news for topic classifi-
cation Zt and fake news detection Zf are defined as

Zt ¼ concatðf1ðNGÞ �Maskt; f2ðDÞÞ (6)

Zf ¼ concatðf1ðNGÞ �Maskf ; f2ðDÞ; ChÞ; (7)

where f1ðNGÞ denotes multiple relation representations via
GCN and f2ðDÞ is statement representation of news via Bi-
LSTM. concat is a concatenation operator to generate new
integrated representations based on relation and statement.
For fake news representation, we fuse the credibility history
Ch due to considering different authors have different cred-
ibility distributions which may influence the truthfulness of
the same topic according to observation 2. We train mask
matricesMaskt andMaskf in task gate to decide which rela-
tion representations should be activated in topic classifica-
tion task and fake news detection task, respectively.

Then we choose an attention mechanism to capture rela-
tionships between features and features so that the model
can fuse selected features to obtain richer knowledge. Cal-
culating attention scores of features for each news based on
different tasks according to [51]

ufi ¼ tanhðWfiZfi þ bfiÞ (8)

afi ¼ expðufiÞP
i expðufiÞ

; (9)

where ufi is a word vector of ith news and afi is a normal-
ized importance weight of each feature for ith news in fake

Fig. 3. News graph(N-Graph) preserves relationship among news under
different subspace. It projects news semantics information of news into
relation subspace P

Ri
k to calculate differences between news dm and

news dn.
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news detection, respectively. Similarly, uti and ati are word
vector and importance weight vector of the ith news in topic
classification task, respectively.

We predict the truthfulness label of news via a softmax
classifier, respectively

ŷf ¼ SoftmaxðWf
2 �ReLUðWf

1 afZfÞ þ bfÞ; (10)

where Wf
1 and Wf

2 are weight matrices of fake news detec-
tion task. bf is the corresponding bias. The news topic label
ŷt is defined similarly as Eq. (10). The final loss function
across fake news detection and topic classification task is
defined as the cross-entropy error

LðQÞ ¼ wf

X
d2D

yfd log ŷfd þ wt

X
d2D

ytd log ŷ
t
d þ �kQk2; (11)

where us is the share parameter of multiple task learning, uf
and ud are local parameters corresponding to fake news
detection and topic classification task, respectively. Q ¼
fus; uf ; utg represents the total parameters, and � is the
trade-off coefficient of L2 regularizer. The �kQk2 is to
reduce the complexity and overfitting of the model. yfd is
ground-truth truthfulness label of d news’ truthfulness label
and ŷfd is prediction distribution of d news’ truthfulness
label. In our work, both yfd and ŷfd are six-length vectors due
to there are six truthfulness labels pants-fire, false, barely-true,
half-true, mostly-true and true. Similar, ytd and ŷtd are ground-
truth topic label and prediction distribution of topic label.
Furthermore, we dynamically adjust fake news task weight
wf and topic classification weight wd as below:

Speedlf ¼ Ll
f

.
Ll�1
f ; Speedlt ¼ Ll

t

�Ll�1
t (12)

wl
f ¼ Speedlf

Speedlf þ Speedlt
; wl

t ¼
Speedlt

Speedlf þ Speedlt
; (13)

where l is iteration epoch. Lf ¼ P
d2D yfd log ŷ

f
d and Lt ¼P

d2D yfd log ŷ
f
d are loss function of fake news detection and

topic classification task, respectively. Speedlf and Speedlt
denote the loss ratio for tasks at l iteration. The FDML
model tries to slow down task A’s speed of updating if it
converges faster than task B so that FDML can reduce the
risk of overfitting of task A and take more time to learn of
task B.

4 EXPERIMENTS

In this section, we first introduce the dataset and correspond-
ing settings used in the experiments, then we compare the
performance of the FDML model with the state-of-the-art
fake news detection approaches and news topic classifica-
tion approaches, respectively. At last, we discuss the effec-
tiveness of multi-task learning and elaborate on the detailed
benefits of combining fake new detection task and topic clas-
sification task together.

4.1 Dataset

We conduct our experiments using the LIAR dataset, which
is one of the largest real-world public fake news benchmark
for short fake news detection [11], [14], [15]. The dataset

contains 12,836 manually labeled short news from 3,318
public speakers. All the news within the dataset are short
news with an average 17.9 tokens and each news contains
rich contextual information. These news come from various
contexts/venues, such as tweets, TV ads, debates, etc. Each
news is evaluated by politifact.com editors and the website
provides a detailed verdict report of each fake news. The
fine-grained truthfulness labels of the dataset are: pants-fire,
false, barely-true, half-true, mostly-true and true.

Table 1 gives an example of the LIAR dataset, each news
contains two labels including topic label and truthfulness
label. Besides the statement of news, the LIAR dataset also
contains many contextual information, including 1) speaker
name, 2) current job position, 3) home state, 4) political
party, 5) location of speech and 6) credit history of the
speaker. In particular, credit history is the historical distri-
bution of the truthfulness labels for the speaker. According
to Table 1, the credit history vector of speaker Willard Mitt
Romney is (34,32,58,33,19,33), which corresponds to counts
of news at pants-fire, false, barely-true, half-true, mostly-true
and true. The first term 33 means that Willard Mitt Romney
has posted 34 pants-fire news and the second term 32 means
that he has posted 32 false news.

There are 144 news topics in the LIAR dataset, in this
work, in order to clearly show a comparison between the
FDML model and existing works, we choose top 24 of the
most frequent topics as well as an others topic containing
the rest of the topics as shown in Table 2. The reason we
choose top 24 is because they consist of around 80 percent
of the entire dataset. To clearly show the scalability of the

TABLE 1
An Example of the LIAR Dataset

Statement “When Mitt Romney was governor of
Massachusetts, we didnt just slow the
rate of growth of our government, we
actually cut it.”

Speaker Name Willard Mitt Romney
Current Job Position Former Governor
Home State Detroit, Michigan
Political Party Republican
Location of Speech Massachusetts
Credit History ð34; 32; 58; 33; 19; 33Þ
Topic Label History
Truthfulness Label False

TABLE 2
Top 24 News Topics Adopted in the Experiments

Economy Health-care
Candidates-biography Education
Elections Federal-budget
Crime Taxes
Immigration Foreign-policy
Energy Abortion
State-budget Jobs
Guns Campaign-finance
Children Deficit
Congress Corrections-and-updates
Environment History
Job-accomplishments Corporations
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FDML model, we have conducted experiments upon differ-
ent numbers of topics from 2 to 25.

As a benchmark, the LIAR dataset is pre-configured with
three subsets: training set containing 80 percent of the entire
dataset; testing set containing 10 percent of the entire dataset;
and validation set containing 10 percent of the entire dataset.

4.2 Experiment Settings

We use the percentages of correctly classified fake news and
news topics as the accuracy of the fake news detection task
and the topic classification task, respectively. Considering
accuracy reflects the classification accuracy of the whole
model. The precision and recall reflect the accuracy of posi-
tive and negative samples of each label. Hence, in this work,
we choose accuracy and Macro-F1 to evaluate performances
of all comparison models. To reduce the influence of initial
random seeds, we calculate the average accuracy with 10
trials. We use 300-dimensional GloVe tools [47] to initialize
word vector. The hidden unit in Bi-LSTM is set to 400 and
the hidden unit in GCN is set to [128, 32]. The coefficient of
L2 regularizer � is set to 0.0001. All parameters of FDML are
trained by Adam optimizer with a weight decay strategy
for 150 epochs. There are total of four fully connected layers
where each task contains two fully connected layers such as
ReLu and Softmax to do the classification task as most deep
learning works settings.

4.3 Performance of Fake News Detection

To evaluate the fake news detection performance on the
LIAR dataset, we compare the FDML model with the fol-
lowing latest fake news detection methods:

� Hybrid-CNN [15]: a hybrid CNN that integrates text
and contextual information together to detect fake
news.

� LSTM-Attention [40]: a hybrid LSTM that weighs the
importance of words by attention to detect fake news.

� Memory-Network [41]: a memory network that uses
contextual information as attention factor to detect
fake news.

� MMFD [14]: a multi-source multi-class fake news
detection model which introduces additional infor-
mation from other sources.

Table 3 shows the detailed fake news detection results in
terms of precision, recall, accuracy and F1 score. It is clearly
that FDML has about 6 percent improvements in six truthful-
ness labels of fake news detection in terms of average accu-
racy and Macro-F1. More specifically, some models such as
Hybrid-CNN, LSTM-Attension and Memory-Network have
imbalance problem between precision score and recall score.
For example, Hybrid-CNN has 0.613 precision score but
only 0.084 recall score in Pants-fire label. And Memory-
Network has 0.916 precision score but only 0.156 recall score
in True label which seriously impacts the performances of F1
score and accuracy. Therefore, existing comparison methods
difficult to achieve satisfied detection performance within
all truthfulness labels. On the other hand, FDML has more
balanced scores between precision and recall in all the truth-
fulness labels, such as the performance of True label. The
worst comparison methods, Hybrid-CNN only has 0.302
accuracy and 0.269 Macro-F1 score, because it is the first
work of fake news detection work in LIAR benchmark and it
just simply combines basic CNN and LSTMmodels together
to extract features.

TABLE 3
Fake News Detection Performance of Five Detection Models of Six Truthfulness Labels on the LIAR Dataset
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Fig. 4 shows the accuracy and Macro-F1 score of fake
news detection of five comparison methods under different
number of topics. More topics are chosen, a larger subset of
the original LIAR dataset is constructed. As we can see, all
the methods including FDML perform better on a larger
subset. Moreover, FDML always performs better than all
comparison methods despite of the number of topics. Fig. 4
indicates that FDML has a satisfactory scalability upon the
number of topics.

4.4 Performance of News Topic Classification

To evaluate the news topic classification performance of
FDML, we compare the FDML model with the following
well-known topic classification models on the LIAR dataset:

� RF [52]: the random forest classifier using term fre-
quency (TF) and inverse document frequency (IDF)
as features.

� Bi-LSTM [49]: the bidirectional LSTM for text
classification.

� CNN [53]: the convolutional neural network for text
classification.

� SWEM [54]: a word embedding model can be
applied in short text classification.

� LEAM [55]: a label embedding attentive model can
be applied in short text classification which aims to
give higher weights to related words.

� Text-GCN [56]: a graph convolutional networks for
short text classification.

� TMN [57]: a topic memory networks for short text
that uses topic memory mechanism to encode latent
topic representations indicative of class labels.

Table 4 shows average accuracy and Macro-F1 scores
from 2 to 25 topics of eight topic classification models in
LIAR dataset. As the Table 4 shows, FDML has the highest
accuracy and Marco-F1 scores comparing with seven topic
classification models on LIAR datasets, which illustrates the
effectiveness of the proposed multi-task learning method
on the task topic classification. RF is one of the well-known
basic models for topic classification which has the lowest
accuracy and Marco-F1 score. Topic classification models
such as Bi-LSTM, SWEM, LEAM, Text-GCN and TMN can
be applied for short text which have similar results in LIAR

dataset. However, there is still a gap between FDML,
because FDML can not only effectively integrate the contex-
tual information to learn the pattern of news topics, but also
cooperate the relationship between the news topics and the
truthfulness of news together to provide more useful infor-
mation to topic classification task.

Fig. 5 shows the trends of topic classification perfor-
mance of all comparison models upon different numbers of
topics in LIAR dataset. The accuracy and Macro-F1 score of
all models generally drop when the number of topics
increases, which is reasonable due to the difficulty of topic
classification rises upon a large number of topics. It is clear
that FDML outperforms the other topic classification meth-
ods in most of the cases.

4.5 Effectiveness of Multi-Task Learning

To further show the effectiveness of multi-task learning and
explore the relationship between the truthfulness of the
news and its corresponding topics, we modify the FDML
model to propose two heuristic models:

� FDML: the model jointly learns fake news detection
task and topic classification task, simultaneously.

� FDML-: by removing the topic classification compo-
nent in FDML, which can only detect fake news.

� FDML*: by removing the fake news detection com-
ponent in FDML, which can only classify topics.

Fig. 6a illustrates the comparison of fake news detection
performance of FDML and FDML- of accuracy score. We

Fig. 4. The fake news detection performance of comparison models upon different number of topics.

TABLE 4
The Topic Classification Performance of Comparison Methods in

LIAR Dataset

Topic Classification Model Accuracy Marco-F1

RF [52] 0.622 0.548
Bi-LSTM [49] 0.678 0.609
CNN [53] 0.680 0.615
SWEM [54] 0.661 0.586
LEAM [55] 0.655 0.588
Text-GCN [56] 0.634 0.561
TMN [57] 0.650 0.510

FDML(Ours) 0.706 0.645

LIAO ETAL.: INTEGRATED MULTI-TASK MODEL FOR FAKE NEWS DETECTION 5161



can find that FDML outperforms FDML- despite of the
number of topics. It indicates that FDML can effectively uti-
lize the topic information to assist the detection of fake
news through multi-task learning.

Fig. 6b illustrates the comparison of topic classification
performance of FDML and FDML* of accuracy score.
Although the topic classification task becomes difficult with
the number of topic increases, the FDML still has the best
performance comparing with FDML* in all the cases. It indi-
cates that jointly learning two tasks brings more benefits
than single task learning.

In order to get an intuitive understanding of the benefits
of jointly performing news topic classification task and fake
news detection task, we choose Fig. 7 as a case study to
show the effectiveness of FMDL in real-world. According to
Fig. 7, it is an education news published by Rick Scott in
2013, says his budget provides “the highest state funding

level in history” for education. This news is manually
labeled as half-true according to the experts in politifact.com.
Actually, Scott is referring only to the state government’s
specific contribution to overall spending, which ignores the
fact that there are also local and federal investments that
fund state schools [58].

Table 5 shows the FDML and FDML- prediction results
of Fig. 7. It is clear that: 1) for fake news detection, FDML

Fig. 5. The news topic classification performance of comparison models upon different number of topics in LIAR dataset.

Fig. 6. The performance of FDML, FDML- and FDML* of two tasks.

Fig. 7. An education news published by Rick Scott [58].

TABLE 5
Prediction Results of FDML and FDML- for the Education News

Published by Rick Scott

Fake News Detection Topic Classification

FDML- mostly-true -
FDML half-true education
Ground Truth half-true education
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predicts the truthfulness correctly while FDML- fails; and 2)
for news topic classification, FDML predicts the correct topic
of the news. Looking into the statement itself, it is very difficult
to identify the truthfulness of the news statement only based
on text contents without additional information as shown
above, especially when the speaker Rick Scott has the highest
percentage of mostly-true (more than 50 percent) according to
his credit history under the education topic. Hence, it is reason-
able for FDML- not classifying correctly. However, as illus-
trated in Section 3, by utilizing the hidden information
between topic classification and fake news detection, it is pos-
sible to distinguish the news as half-true via FDML. This con-
cludes the effectiveness of usingmulti-task learning in FDML.

We find that the author information is very important in
the news detection task, especially for the short-text news.
Because contents of short news contain limited information
which is difficult to obtain enough representations during
the learning and leads to bad performance of the model. We
conduct some supplementary experiments to illustrate the
importance of author information as shown in Table 6. We
can find that performances of all the detection models
decrease when we remove the author information. That is
the reason why the most existed fake news detection models
try to introduce author information to help the detection
task. Furthermore, we can find that the FDML model
achieves higher improvements with author information
comparing with other methods due to the FDML model can
capture richer representations from author information.

4.6 Effects of Authors Information

In order to investigate the effects of author information in
the fake news detection task, we illustrate the importance of
author information as shown in Table 6. We can find that
the performances of all the detection models decrease when
we remove the author information. That is the reason why
most existed fake news detection models try to introduce
author information to help the detection task, because con-
tents of short news contain limited information which is dif-
ficult to obtain enough representations during the model
learning. Furthermore, we can find that the FDML model
achieves higher improvements with author information
comparing with other methods due to the FDML model can
capture richer representations from author information.

5 CONCLUSION

In this paper, we propose a novel fake news detection multi-
task learning (FDML)modelwhich is the firstwork to improve
performances of short fake news detection and topic

classification, simultaneously. The FDML model is designed
based on the observations that 1) news with certain topics
have high probabilities to be classified as fake news; and 2)
some authors have high probability to publish fake news. In
the representation learning part, FDMLproposes a novel news
graph (N-Graph) to learn statement representation and rela-
tion representations from textual and contextual information.
In the multi-task learning part, FDML introduce a task gate to
selective integrate representations based on different tasks and
design a dynamic weight strategy to balance the importance
between two tasks. We choose eleven comparison methods in
one of the largest short fake news benchmarks to show that
FDML has the best performances in terms of fake news detec-
tion task and topic classification task.
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