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Abstract. Steganography methods (a.k.a. watermarks) embed specific
information into multimedia carriers for the protection of copyrights.
However, conventional methods such as Least Significant Bit (LSB) and
frequency domain transformation are vulnerable to tampering attacks.
Thus, the resulting watermarks cannot be easily traced after release to
the public. We address this problem by exploiting adversarial perturba-
tions in a positive way. The proposed AdMarks system embeds adversar-
ial perturbations generated on object detection models and encodes the
“detection errors” as watermarks. Our evaluations on real-life datasets
show that the proposed watermarks are barely visible by human eyes and
robust under image transformations such as cropping and JPEG com-
pression. In particular, AdMarks can generate unlimited digital water-
marks on single image that ensures the uniqueness and traceability on
each copy of the original media.
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1 Introduction

Copyright protection of digital contents is a significant research area in recent
years. There are numerous ways to protect the copyright of digital content, and
the watermark is one of the primary methods. Digital watermarking aims to
embed specific information into the original media (or strictly, signal), includ-
ing image, audio, and video. A general copy of the signal will also copy the
embedded information. Watermarks could be visible or hidden, depending on
the purpose of the watermarks. If the watermarks are intended to show copy-
right information, visible watermarks are often applied. On the contrary, if the
authors prohibit the sharing of the original work, a hidden watermark could be
applied for source tracking. For the latter form of watermark, steganography is
an effective approach to hide information in the original image. The information
could be embedded into the pixel, quantization, or spread-spectrum domain. A
strong steganography algorithm should have the following desired properties:
1) Imperceptibility, i.e., the digital watermarks should be barely visible and
the watermarked image should be of high visual quality; 2) high robustness,
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i.e., the embedding should remain recognizable or at least partially recogniz-
able under tampering attacks; and 3) high capacity, i.e., the size of embedded
information should be sufficiently large. The watermarks must be identifiable
by the source-generating model, but cannot be recovered by any other model,
which guarantees the highly desired property of traceability. Generally speaking,
higher capacity tends to reduce robustness and increase perceptibility of digital
watermarks (Fig. 1).
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Fig. 1. AdMarks embeds different adversarial perturbations to images and encodes
them as steganographic signals into different watermark IDs.

Existing steganographic watermarking methods often embed readable infor-
mation into the source image. Despite of the embedding domains, the embed-
ded information of steganographic watermarks should be recognizable through
a decoding process. Meanwhile, such readable information could also draw the
attention of hackers to construct targeted attacks by decoding the source infor-
mation or tampering the embedded watermarks.

Inspired by recent work of adversarial examples, we propose a novel steganog-
raphy method that generates the embedding signal first and then encodes it into
a readable copy ID. This is fundamentally different from the conventional pro-
cess where the steganography signal is typically encoded from the readable ID.
Our main idea is to exploit an auxiliary object detector to generate adversarial
perturbations as the steganography signal for embedding. Note that our method
is a novel use of adversarial perturbations in wider applications other than con-
ventional attacks and defences, and can be easily extended to other forms of
source media.

Our primary contributions are: 1) We propose a novel use of adversarial
perturbations for good in steganography. Specifically, we generate adversarial
perturbations on an auxiliary detector as steganography signals. As the specific
detection information is not released to the public, AdMarks examples have
higher security as the watermarks can only be detected and decoded by the spe-
cific detector that generates the perturbations for embedding. 2) We design a
novel encoding and decoding scheme, called e-NMI, to ensure traceable water-
marks of which the uniqueness and identifiability are formally provided. 3) Our
experimental results on real datasets demonstrate that AdMarks significantly
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improves the steganography performance in terms of the three desired proper-
ties. In particular, the resulting watermarks by AdMarks are identifiable under
various tampering attacks.

2 Related Work

2.1 Digital Watermark

Digital watermark is a method that embeds specific information into the original
digital signal. The embedded information should be retrievable, and the origi-
nal signal should be kept readable. In general, traditional digital watermarks
are embedded into two domain categories: 1) spatial domain, and 2) transform
domain.

The basic way to embed digital watermarks into the spatial domain is Least
Significant Bit (LSB) [10]. The main principle of the LSB is to change the sig-
nificant parts of the image by slightly changing pixel intensity. For example,
divide an image into pieces of the same size and embed specific watermarks into
these pieces. This embedding method directly alters the pixel value of the image,
which is simple with a low computation cost. However, LSB is not robust and
lacks imperceptibility. In transform domain such as Discrete Cosine Transform
(DCT), Discrete Wavelet Transform (DWT), and Discrete Fourier Transform
(DFT), for most of these algorithms, the original image is first segmented with
Expectation Maximization (EM) and then divided into pixel blocks (usually in
zigzag form). The transformation of each pixel is subsequently calculated, after
the transformation, a pseudorandom sequence of real numbers is embedded into
the corresponding DCT/DWT/DFT domain of each segment.

More advanced algorithms include 1) Full Counter-propagation Neural Net-
work (FCNN), which employs perceptual and visual features to enhance the
transformation and embeds the highest modifiable threshold values of DCT
coefficients; 2) 2-Level DWT, DCT and QR Decomposition based on optimal
blocks selection, where the watermark embedding process is performed on spe-
cific blocks of the host image according to its entropy values; and 3) DNN-based
watermarking schemes [1,7,16], which use an automatic encoder-based network
architecture to perform the process of information embed and extraction.

2.2 Adversarial Examples

Szegedy et al. [13] are the first to reveal the problem of adversarial examples.
They discovered that deep learning networks could easily misclassify an image
by adding a barely perceptible perturbation. Then in their later work of studying
the nature of deep networks [5], they put forward a simple and universal method
to find adversarial examples called Fast Gradient Sign Method (FGSM). More
follow up works include PGD [8], EAD [3], AB-FGSM [15] and ZeroGrad [4].
These works expose the security issues among the widely-used deep learning
models.
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To overcome the above security issues and make the deep learning models
more robust, many defences against adversarial examples have been proposed
later on. For example, defensive distillation [11] and adversarial training [9] are
two effective methods of defense against FGSM, but are vulnerable to iterative
attacks [8]. Inspired by cryptologic terms, researches are divided into two groups:
textitattacks (creation of adversarial examples) and textitdefends (model pro-
tection). The robustness of both groups develops spirally. For example, Metzen
et al. [9] proposed a “detector” network, which explicitly detects adversarial
examples. However, Kurakin et al. [6] suggested a threat model that could cre-
ate adversarial objects by printing digital adversarial examples on paper, which
ultimately misleads the detector; Moreover, Athalye et al. [2] enhanced the above
work by creating adversarial objects that are robust to varying viewing angles.

In this paper, we successfully insert adversarial attacks into the training
process which ensure the results of the classification go wrong as expected.
Through a carefully designed encoding process, these expected errors constitute
the steganographic watermark.
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Fig. 2. The watermarking process of AdMarks. Given an original image S, the embed-
ding model G first generates a watermark consists of adversarial perturbations, and
then embeds the watermark into SG. The encoding model E encodes an ID with respect
to SG, resulting SGE . When the encoded image SGE is leaked to the public, the decod-
ing function D could identify the ID from SGE through the embedded corresponding
watermark.

3 AdMarks

The watermarking process of AdMarks is shown in Fig. 2. Given an original image
S, the embedding model G first generates a watermark consists of adversarial
perturbations, and then embeds the watermark into S, resulting SG. Then, the
encoding function E encodes an ID with respect to SG, resulting SGE . When the
encoded image SGE is leaked to the public and found by the system, the decod-
ing function D could decode the ID from SGE by identifying the corresponding
watermark which is embedded inside SGE . The watermarking process above is
different from traditional watermarking process, where encoding is not necessary.
Traditional methods directly embed watermarks into the source image, and the
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watermarks are readable as introduced in Sect. 1, decoder can directly extract
the watermarks. However, in AdMarks, the object detection model cannot gen-
erate “detection errors” (i.e., the copy ID) before actually detects the objects
from watermarked image SG. Hence, AdMarks is fundamentally different from
traditional watermarking methods.

In the following of this section, we will introduce the embedding, encoding
and decoding details of AdMarks. Formally,

Definition 1 (Embedding). Given an image S and a set of watermark can-
didates W = {w1, w2, . . . }, an embedding model G finds SG such that:

SG = arg min
G(S,W ∗)

ϕ(S,G(S,W ∗)) (1)

and:
W ∗ ⊆ W

G(S,W ∗
i ) �= G(S,W ∗

j ),∀W ∗
i ,W ∗

j ⊆ W,W ∗
i �= W ∗

j

(2)

In this paper, the size of W (denoted as |W |) is usually very large, hence
it is not feasible to enumerate all the candidates. Equation (1) is introduced to
ensure that W ∗ is barely visible (i.e., imperceptibility as mentioned in Sect. 1 on
S, and ϕ is the distance (i.e., visual similarity) between two images. Equation
(2) is introduced to ensure that each embedded image is unique and identifiable.

Definition 2 (Encoding). Given a watermarked image SG and a set of unique
IDs K = {κ1, κ2, . . . }, an encoding function E finds SGE such that:

SGE = E(SG, κ) (3)

and:
E(SG, κi) �= E(SG, κj),∀κi, κj ∈ K, κi �= κj (4)

Similarly as Definition 1, Eq. (4) is introduced to ensure that each encoded
image is unique and identifiable.

Please note that ϕ(S,G(S,W ∗)) is usually proportional to |W ∗| in Definition
1, but it is not feasible to minimize |W ∗| because Eq. (4) will not be satisfied
given a large |K| and a very small |W ∗|, i.e., it is not possible to encode a high
capacity with very low perceptibility, as explained in Sect. 1.

Definition 3 (Decoding). Given an encoded image SGE, a decoding function
D finds the associated κ for SGE such that:

κ = D(SGE) (5)

and κ satisfies Eq. (3) in Definition 2.

An effective watermark system must ensure that each watermarked image
is imperceptible at the embedding stage, identifiable and highly capable at the
encoding stage, and robust at the decoding stage. In the following of this paper,
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we will introduce the embedding, encoding and decoding details of AdMarks
in Sects. 3.1, 3.2, and 3.3, respectively. As introduced in Sect. 1, AdMarks is
designed for images, but it is extendable based on the idea of adversarial exam-
ples. In the following sections, we will use the term “image” instead of “signal”
for better understanding.

3.1 Embedding

Fig. 3. Traceable AdMarks examples with unique watermark ID’s by specifying differ-
ent adversarial labels for object detection in the same source image.

As shown in Fig. 2, the embedding model produces various adversarial per-
turbations as watermarks W , which will be embedded into the source image S
and then outputs the embedded images SG. More specifically, an object detection
model is first introduced to locate candidate objects in the source image S, and
then AdMarks specifies which object area will be attacked. Then, the embedding
model G will generate adversarial perturbations so that the chosen object is
misclassified as a target label yt rather than its actual label y. The adversarial
training of this neural network will recursively modify the perturbation w of the
chosen object area until the object is misclassified with maximum confidence,
and the distance ϕ(S,G(S,W )) between source image S and embedded image
G(S,W ) is minimized.

For the object detection, there is no need to specify which model to be
applied, since the detection process will be interfered by adversarial perturba-
tions anyway. In this paper, we use YOLOv3 [12] as the object detector, which
is a single-stage object detection algorithm with the advantage of fast detection
speed. The loss of YOLOv3 is set to:

Ly(SG, yt) = λ1Lr + λ2Lo + λ3Lc (6)

where Lr is the object coordinate information loss, including width loss and
height loss, Lo is the object category confidence loss, and Lc is the classification
loss.

For the embedding model, given an image S, it finds an imperceptible pertur-
bation w and embeds it into S to obtain the perturbed image G(S,w), which will
mislead the object detector d to recognize the ground-true label y of the object
as the target label yt. An efficient method that generates the perturbation is
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Fast Gradient Sign Method (FGSM) [5]. FGSM utilizes the signs of gradients
from the classifier as the perturbation. Formally,

SG = S + ε sign(∇Sf(θ, S, y)) (7)

where ε is the hyper-parameter used to adjust the perturbation scale, ∇S is the
derivative function with respect to S, and θ is the model parameter.

However, the perturbation generated by FGSM seriously affects the fidelity
of the original image. Moreover, FGSM is an algorithm implemented on the
classifier, which results in low attack success rate (i.e., the classifier f cannot be
mislead). Since our goal is to achieve a high attack rate on the object detector,
we introduce a novel approach by extending BIM/ILLC [6] on FGSM, called
FGSM-II. FGSM-II repeatedly generates SG by:

Sn+1
G = clip

0,255
(S + wn+1) (8)

where clip ensures that the pixel value after modification is limited to [0, 255],
and:

wn+1 = clip
−ε,ε

(η sign(δn+1))

δn+1 = �k(∇EOT(Sn
G)d(EOT(Sn

G), yt))
(9)

where δn+1 is the top k among the retained values, d is the object detector, and
clip limits the watermark size. The initial value S0

G = S. EOT is Expectation
Over Transformation [2], indicates that certain simulated transformation attacks
are performed before the actual attack. The simulated attacks mainly include a
series of common spatial domain operations such as rotation, shearing, scaling,
and some frequency domain noises such as Gaussian blur and JPEG compression
to improve the robustness. The total loss of AdMarks is:

Le = Ly(SG, yt) + mse(S, SG) + L1(S, SG) (10)

where mse(S, SG) is the mean square error of S and SG, and L1(S, SG) refers to
the distance between S and SG as L1-norm. The cross entropy of mean square
error and L1-norm ensures fidelity and fool ratio.

3.2 Encoding

The purpose of encoding is to uniquely distinguish each watermarked image SG

after it is released to the public. Therefore, a natural encoding method is to find
the difference between each SG. According to FGSM-II, for any two watermarked
images Si

G and Sj
G, ϕ(S, Si

G) �= ϕ(S, Sj
G). Thus, we can use the difference between

S and SG to distinguish and assign the ID κ to each SG.
To measure the difference between S and SG, we propose an improved NMI

encoding scheme called e-NMI (Encoded Normalized Mutual Information). Given
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the coordinate information I of source image S and IG of embedded image SG,
the mutual information of I and IG are calculated through:

MI(I, IG) =
∑

i∈I∗

∑

j∈I∗
G

Pr(i, j) log(
Pr(i, j)

Pr(i) Pr(j)
) (11)

where I∗ and I∗
G are the distinct sets of I and IG, Pr(i, j) is the joint probability

mass function of I and IG, and Pr(i) and Pr(j) are the marginal probability
mass functions of I and IG. Now we can calculate e-NMI based on MI through:

e − NMI(I, IG) =
1
n

n∑

i=0

2MIk(I, IG)
H(I∗) + H(I∗

G)
× 10c (12)

where H(I∗) and H(I∗
G) are the cross entropy of I∗ and I∗

G, MIk is the mutual
information with k retained digits after the decimal point (e.g., 0.1234 → 123
when k = 3), n is the recursion parameter, c is the length (a.k.a. capacity) of ID
κ. According to our experiments, larger c requires larger k and n to solve Eq.
(12) and increases the calculation time.

For the coordinate information I, considering the characteristics of adversar-
ial perturbations, AdMarks encodes the following perturbation information: 1)
digitized label of each object; 2) normalized bounding box coordinate informa-
tion of each object.

Finally, we pick κ through κ = e − NMI(I, IG) and uniquely assign κ to SG

via encoding model E, resulting SGE = E(SG, κ). In production environment,
in order to reduce the storage space of κ, we represent κ as a base-36 string,
e.g., 147036 as 35gc. The encoded examples are shown in Fig. 3.

3.3 Decoding

Unlike previous works, it is not necessary for AdMarks to determine the size
of embedded watermarks in advance, thus no watermark extraction is required.
According to Sect. 3.2, each encoded image SGE is associated with an unique ID
κ. Since AdMarks does not modify the contents of embedded image SG in the
encoding process, encode the encoded image SGE again will result in the same
ID κ, i.e., E(SG, κ) = E(SGE , κ). Hence in this paper,

κ = D(SGE) = e − NMI(I, IGE) (13)

where IGE is the coordinate information of the encoded image SGE .
Once κ is extracted from the target SGE , AdMarks will find the correspond-

ing SG from the database containing all mappings of κ and SG. It is unnecessary
for κ to exactly match one record in the database, and any string similarity cal-
culation methods can be applied while finding the corresponding SG.
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4 Evaluation

Table 1. Imperceptibility measured by PSNR (first row) and SSIM (second row)
between the original and watermarked images. Higher value is better.

Method L2-norm Avg.

(0, 50] (50, 150] (150, 200]

RWS 35.6 34.7 33.7 33.5

[10] 0.9327 0.9289 0.9206 0.9254

StegaStamps 36.4 32.6 29.1 31.0

[14] 0.9773 0.8955 0.7365 0.9071

HiDDeN 42.4 41.1 38.7 41.3

[16] 0.9790 0.9773 0.9626 0.9768

HiDDeN∗ 34.2 32.4 31.0 32.0

[16] 0.9630 0.9528 0.9488 0.9502

AdMarks 50.1 49.0 48.9 49.6

0.99670.9953 0.9947 0.9959

In this paper, we use PSNR and SSIM as the evaluation metrics of imper-
ceptibility, and DA (Detect Accuracy) as the evaluation metric of robustness.
DA verifies whether the corresponding watermarks can be successfully tracked
under various distortion attacks. It is calculated by comparing the PSNR value
of the leaked watermarked image and the watermarked image in the database,
and find the one with the highest PSNR value is the corresponding watermarked
image.

For comparison, we choose one representative traditional watermarking algo-
rithm RWS [10] and two DNN-based watermarking algorithms: 1) HiDDeN [16]
(without image distortion) and HiDDeN∗ [16] (with combination of standard
image distortions), and 2) StegaStamps [14]. The watermark size of the above
algorithms is set to 32-bit.

All models are trained and evaluated on the MS COCO dataset and all images
are resized to 256×256. As introduced in the encoding and decoding sections,
we use e-NMI as the encoding and decoding functions of AdMarks. In addition,
we set capacity c = 16 (indicates actual capacity 1016), recursion n = 3, and
retained digits k = (2, 4, 6) for each recursion. Unless otherwise stated, we set
η = 1 and ε = 1 for perturbation length, k = 1 for top-k retained gradients,
n = 40 for watermark generating iterations.

Imperceptibility. AdMarks does not embed information into the entire original
image, but selects a target area in the image and generates a unique watermark in
the target area. Moreover, AdMarks does not require noise training and utilizes
less perturbations to generate watermarks, thus intuitively more imperceptible.
In this paper, we evaluate imperceptibility through the perturbation size in terms
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of L2-norm between the original and watermarked images. We use 4,000 random
images from the MS COCO dataset for comparison, and the results are shown in
Fig. 4. It is clear that the perturbations generated by AdMarks are much smaller
than StegaStamps and HiDDeN∗, and thus leads to a higher PSNR and SSIM
as show in Table 1.

Robustness. The robustness test is performed on more than 4,000 random
images with a perturbation length of the L2-norm between (50, 150). Here only

StegaStamp

HiDDeN*

AdMarks

Original

Difference

(StegaStamp)

Difference

(HiDDeN*)

Difference

(AdMarks)

Fig. 4. Source images and their watermarks generated by three comparing steganog-
raphy methods. The normalized differences between the original image and the water-
marked images are also shown at the bottom. The gray level is between 0 and 1 where
black indicates no change.The proposed AdMarks requires least modification at the
pixel level. (Color figure online)
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Fig. 5. Evaluation of robustness in terms of detection accuracy under different intensity
distortions.

HiDDeN with PSNR value above 40db and its variant HiDDeN∗ is considered
as the baseline. It can be seen in Fig. 5 that without noise training, AdMarks
performs significantly better than HiDDeN across a different range of distortion
intensities. However, AdMarks reaches comparable performance on crop, out-
performs HiDDeN∗ on dropout, JPEG and Gaussian blur. Under the different
intensity of a variety of distortions, AdMarks shows excellent performance. Espe-
cially for JPEG compression, with a Q = 10 quality factor, AdMarks still reaches
100% detection accuracy. Even under tampering attacks of Gaussian blur with
σ = 4, the detection accuracy of AdMarks remains 92.5% while that of HiDDeN
and HiDDeN∗ drops quickly to 0.

Capacity. In this paper, capacity is the ability to generate a copy ID from the
set of encoded candidates. As introduced in Sect. 3.2, capacity c can be adjusted
according to Eq. (12), and a larger c will take more time to solve Eq. (12).
Since the size of target labels |Yt| can be almost unlimited if the training dataset
is large enough, the resulting adversarial perturbations can be considered as
unlimited according to FGSM-II as shown in the embedding section. Thus, the
size of candidate IDs |K| can also be unlimited, and it gives a very large capacity
to AdMarks.

5 Conclusion

We propose AdMarks to generate imperceptible and traceable watermarks by
encoding adversarial perturbations in a configurable area of a source image using
object detection models. We demonstrate that AdMarks has superior impercep-
tibility compared to the state-of-the-art, requiring smaller signal strength for
embedding in the majority of test samples. It maintains high detection accu-
racy under different tampering attacks with varying strengths. AdMarks also
has unlimited capacity due to the adversarial perturbation space for generating
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steganography signals. Notably, it can also be applied to images without identi-
fiable objects, as long as perturbations can be generated and imposed on specific
subject areas.
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